Further calculations for Israeli options

E. J. Baurdoux and A. E. Kyprianou

Department of Mathematics, University of Utrecht, P.O.Box 80.010, 3500 TA Utrecht,
The Netherlands. (e-mail: baurdoux,kyprianou@math.uu.nl).

Abstract. Recently Kifer (2000) introduced the concept of an Israeli (or Game)
option. That is a general American-type option with the added possibility that
the writer may terminate the contract early inducing a payment not less than
the holder’s claim had they exercised at that moment. Kifer shows that pric-
ing and hedging of these options reduces to evaluating a stochastic saddle point
problem associated with Dynkin games. Kyprianou (2004) gives two examples
of perpetual Israeli options where the value function and optimal strategies may
be calculated explicity. In this article we give a third example of a perpetual
Israeli option where the contingent claim is based on the integral of the price
process. This time the value function is showed to be the unique solution to
a (two sided) free boundary value problem on (0,00) which is solved by tak-
ing an appropriately rescaled linear combination of Kummer functions. The
probabilistic methods we appeal to in this paper centre around the interaction
between the analytic boundary conditions in the free boundary problem, 1to’s
formula with local time and the martingale, supermartingle and submartingale
properties associated with the solution to the stochastic saddle point.
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1 Israeli options

Consider the Black-Scholes market. That is, a market with a risky asset S and
a riskless bond, B. The bond evolves according to the dynamic

dB: = rBdt where r,t > 0.



The value of the risky asset is written as the process S = {S; : ¢ > 0} where
S = sexp{oW, + ut},

s > 0 is the initial value of S and W = {W; : ¢ > 0} is a Brownian motion
defined on the filtered probability space (Q, F,F = {F;}i>0, P) satisfying the
usual conditions. h

Let 0 < T'< oo. Suppose that X = {X; : ¢ € [0,7T]} and Y ={Y; : t € [0, T]}
are two continuous stochastic processes defined on (2, F,F, P) such that with
probability one Y; > X; for all t € [0, T]. The Israeli option, introduced by Kifer
(2000), is a contract between a writer and holder at time ¢ = 0 such that both
have the right to exercise at any F-stopping time before the expiry date 7'. If
the holder exercises, then (s)he may claim the value of X at the exercise date
and if the writer exercises, (s)he is obliged to pay to the holder the value of ¥
at the time of exercise. If neither have exercised at time T and T < oo then
the writer pays the holder the value Xp. If both decide to claim at the same
time then the lesser of the two claims is paid. (Note that the assumption that
X and Y are continuous processes is not the most generic case but will suffice
for the following discussion). In short, if the holder will exercise with strategy o
and the writer with strategy 7 we can conclude that the holder will receive Z, ;
where

Zs,t = Xs]-(.sSt) + Y}l(t<3)~

Suppose now that P, is the risk-neutral measure for .S under the assumption
that Sy = s. [Standard Black-Scholes theory dictates that this measure exists
and is uniquely defined via a Girsanov change of measure]. We shall denote F,
to be expectation under P;. Note that the process S under P, is equal to the
process

{Seawt—(az/Z—r)t ¢ Z 0}

under law P.
The following Theorem is Kifer’s pricing result.

Theorem 1 (Kifer) Suppose that for all s > 0

F, ( sup e_rth> < 00 (1)
0<t<T

and if T = oo that

P, (hm ey, = 0> = 1. (2)

ttoo

Let T; 7 be the class of F-stopping times valued in [t, T]. The value of the Israel
option under the Black-Scholes framework is given by V = {V; : t € [0, T} where

F) (3)
F) (4)

Vi = ess-inf,¢7, pess-supoe7, - (e_r(aAr_t)Z(,yT

= ess-Supger, pess-infre7, I (e“’(‘”\"_t)ZaJ




(meaning tmplicitly that a saddle point exists). Further, the optimal stopping
strategies for the holder and writer respectively are

o =inf{t [0, T Vi <X }AT and 7* =inf{t >0:V; >V} AT.

The formulae given in this theorem reflect the fact that the essence of this
option contract is based on the older theory of Dynkin games or stochastic games;
see Friedman (1976) or Dynkin (1969) for example.

Two cases of perpetual (7' = o0o) Israeli options were considered in the past by
Kyprianou (2004) for which an explicit solution the pricing saddle point problem
were obtained. They are given as follows.

Israeli §-penalty put options. In this case, the holder may claim as a normal
American put,

X, =(K=8)*"

The writer on the other hand will be assumed to payout the holders claim
plus a constant,

Yt:(K—St_)"'-I—(5f0r5>0.

Israeli §-penalty Russian options. The holder may exercise to take a nor-
mal Russian claim,

X, —e™ max{m, sup Su} fora>0m>s
u€[0,t]

and the writer is punished by an amount e~%§S; for annulling the contract
early,

Y; =e * [ max{m, sup S, ¢ +6S; | ford > 0.
u€[0,t]

In this paper we shall perform calculations showing that for a specific choice
of X and Y which are based on the processes {fg Sudu :t >0} and S, strategies
o* and 7* can be obtained together with a semi-explicit characterization of the
process V when T' = co. Specifically we consider the following option which is
based on the integral option of Kramkov and Mordecky (1994).

Israeli J-penalty integral options. The holder may exercise to take an inte-
gral claim,

t
X, =e M (/ Sudu + 91/)) for \,¢ >0
0

and the writer is punished by an amount e=**§S; for annulling the contract
early,

t
Y, = e M (/ Sudu+s¢+65t> for § > 0.
0



Our method of analysis is both similar and different to that of the first
two cases. The similarity lies in the fact that we identify the saddle point as
being characterized by a free boundary problem of an elliptic type. Specifially,
taking the solution to a special free boundary value problem, we may construct
a stochastic process which, when stopped on exiting the boundaries, will form
a supermartingale, a martingale and a submartingale. These three properties
together with upper and lower bounds on the solution to the free boundary
value problem and path continuity of the aforementioned stochastic process are
enough to establish that the two stopping times lead to the saddle point in Kifer’s
formula. The difference compared to the analysis in Kyprianou (2004) lies with
the problem of establishing that the proposed free boundary value problem has
a solution. In the case of the put and Russian type payouts this followed simply
by manual computation using polynomials. In this case, there is no explicit
solution available, however, it is likely that an anlytical proof of existence can be
established. Instead we prefer to establish existence using probabilistic techniqes.
The reason for this being that the methodology has potential to be adapted to
the the case of finite expiry and indeed other optimal stopping problems with
finite horizon for which the associated free boundary problem is of a parabolic
type. Recent probabilistic studies suggest that in certain cases, probabilistic
methods can reach further than known analytic methods with regard to free
boundar problems. Compare for example Peskir (2002, 2003) and Duistermaat
et al. (2003).

The probabilistic methods we appeal to in this paper centre around the inter-
action between the analytic boundary conditions in the free boundary problem,
1t6’s formula with local time and the martingale, supermartingle and submartin-
gale properties proved, for example, in Kithn and Kyprianou (2003) in the fol-
lowing form.

Theorem 2 For the value process V given in Theorem 1 we have that

{@—T(“\U*)Vt,\q* :t > 0} is a P-submartingale,
{e—"(f“*)vﬂ\,* :t >0} is a P-supermartingale and
{6—’(“\"*){/”\,*,\0* :t >0} is a P-martingale.

In particular, we show that in proving that the solution to the saddle point
problem characterizes the unique solution to the free boundary value problem,
the boundary conditions must be observed otherwise there is an inconsistency in
the martingale statements of Theorem 2 on account of terms that would appear
in Ito’s formula with local time.

2 Review of the integral option

It will be helpful to recall the mathematical structure of the perpetual integral
option given in Kramkov and Mordecky (1994). Recall that it is an American



type option whose payout is given by

t
e (/ Sy du + 51/)) for X, > 0.
0

Standard theory of American option pricing (cf. Shiryaev et. al. (1995)) tells
us that in the Black-Scholes market, the value process of the integral option is
given by

t
Up 1= ess-SupPo 7y, oo Fs <6_(U_t)re_>‘t (/ Sudu + 5¢> ‘ ft>
0
Using a second change of measure proposed in Shiryaev et al. (1995) given by

dP,
P,

. G_TtSt

S

(5)

Fi

the expression U; reduces to

_ t+o
vi=s s B (s ([ sadurse) 1)
0

0€T0,00

If we now define the process
¢
U ={y, ::St_l/ Sydu it >0},
0

which can easily be checked to be Markovian (see Kramkov and Mordecky
(1994)), and denote its law P, when Wy = 9, it is easitly confirmed that W
under Py has the same law as (fo Sudu+ s1)/S. under P,. We shall henceforth
use Ey to mean expectation with respect to Py We may now identify more
conveniently

Uy = e S h(W,)
where

h(y) = sup Ey(e”"+N7w,). (6)
0€T0,00

The effect of the change of measure has been to reduce the number of stochastic
processes in the optimal stopping problem from two, S and [ Sydu, to just one,
v, R

The function h comes in the following form. Denote by v1 < 72 the two roots
of the quadratic equation

2 2

o o

e _ )=

ot = (S 4y —A=0, (7)



and define the function u by

u(y) = /0°° @_Qy/UEy_(Wl‘H)(] + Yy)?dy for ¢ > 0. (8)

It is easily verified that u is a smooth convex function, strictly increasing with
limiting behaviour limy4ee (1)) /1) = co. Therefore there exists a unique ¢ > 0
and ¢ > 0 such that

~

) = ¥,
) = 1.

cu(

/\u/(

=

The function h is now defined by

~ Cu(y) i 0<y <Y

h(¢) = o ~= 9
Furthermore the optimal stopping strategy of (6) is given by

F=inf{t >0:0, >4} (10)

3 The Israeli /-penalty integral option

Let us suppose that X and Y are those of the Israeli d-penalty integral option.
Before we may use Kifer’s Theorem to tell us that the latter option has a value,
we must check the two conditions (1) and (2).

For (1), we know that

¢
I, [sup e~ "*Y;] < Ty [sup e~ " FA)? </ Sudu + 51p>] + E, [sup e~ M58, 1.
>0 >0 0 >0

Firstly note that by Fubini’s theorem, the fact that A > 0 and that e="*S; is a
[P-martingale, we know that

t
I [sup e~ (THA)? </ Sudu>]
>0 0

IA

/ e M [e7™ Sy ]du

0

= / e Msdu < 0o.
0

Secondly let M = sup,y, e~ (rtMtG, - Using standard distributional properties
of Brownian motion we get

Py(M >2z) = P(Supseaw’_(ag/z‘*')‘)t > x)
>0

= P(sup(W; TN > 5 tlog(x/s))
t>0

N\ —1-2X)/0?
-0



Now since s [M] = fsoo Py(M > x)dx and A > 0 we have that E, (M) < oo and
hence (1) is proved.

To check that condition (2) holds we will use the law of the iterated logarithm
for Brownian motion at large times. Specifically, if W = {W, : t > 0} is a P-
Brownian motion, then for each € > 0 we may pick a T(w) > 0 such that

Wy <(2+¢e)u forallu>T (11)
and hence

Sy = se?Wutr=02/2)u < go/(He)utlr=o2/2)u g4 a7y >T.

Let
y 2
F(y) :/ e du for y >0,
0
a=r—0c%/2and b = oy/2 + . We have that limy 4o e~ (r+Atg, = 0 and so

t
lime ™Y, < lime_(”u‘)ts/ WUtV gy

ttoo - ttoo T
= jim d S vtz _ beT O (b4 20V o,
ttoo | a (13/2 2\/5

o Lim d SepvEr—ataong b bH20VE (e nypn
- tteo | @ a3z 2./a

where in the last line we have used that F(y) < yey2 for any y > 0. This last
expression tends to zero as ¢ tends to infinity and (2) is proved.

Now that we know we are within the scope of Kifer’s pricing theorem, we
may appeal to the same change of measure (5) as in the previous section and
deduce that the value of the Tsraeli §-penalty integral option is given by

‘/t = E_Atsth (\Pt) y t 2 0
where h : (0,00) — [0, 00) is the solution to the stochastic saddle point problem

h(v) =  dnf  sup By [N (Wr 4+ 0)1irco) + Yolirsoy)] (12)
TE/0,00 0€T0,00 -

= sup inf Ey[e ) (U, +8)100) + Volirney)] (13)
7€T0,00 TET0,00 -

and we implicitly understand (following from Kifer’s theorem) that a solution
to the above stochastic saddle point problem exists.

Remark 3 It can also be checked that under the change of measure (5), the
optimal stopping strategies when written in terms of the process ¥ reduce to

o =inf{t > 0: h(¥;) < ¥} and 7 =inf{t > 0: h(T;) > T, +4}.



Theorem 2 now simplifies to the following statement. We have that

{e—A(“\U*)h(\I/M(,*) :t >0} is a P-submartingale,
{E—A(“\T*)h(\lltm*) :t >0} is a P-supermartingale and
{e AT B (Wipreppe) o1 > 0} is a P-martingale.

4 Large and small ¢

As both intuition and the experience in Kyprianou (2004) suggests, the stochas-
tic saddle point problem in Kifer’s theorem for the option at hand should reduce
to an optimal stopping problem for the holder when 4§ is too big. The reasoning
being that large values of § would imply that the writer must pay out far more
than they would ever pay for a regular integral option. The threshold turns out
to be

5 = Y100 (14)

where the function u and the value {p\ was defined in Section 2. Formally speaking
we have the following result.

Theorem 4 When § > §* the Israeli §-penalty integral option is identical to an
integral option with the same parameters. That is to say h = h, defined in (6).

Proof. We have that

J.

() ~
For any 0 < ¢ < ), there exists some & € (0, {E) such that ﬁ(l/)) = ﬁ’(E)w + /E(O)

and by convexity of u we deduce that

~

h(y) = ' (€)% +h(0) < B'($)¢ + 8 = ¢ +4.
Therefore
Y <h@W)<i+3d (15)

forall 0<9y < ¢ and hence for all 4 > 0.
By virtue of the fact that A solves the optimal stopping problem (6) with
optimal stopping time o*, given by (10), we have that

{e AT (Wyp,e) 1 > 0}
is a martingale and

{e™ R (W) : £ > 0}



is a supermartingale (cf. Kramkov and Mordecky (1994)). Using these latter
two facts together with (15) it follows that

h(g) = inf By[e N7 h(Urp,0)]

= 171’lf E,(/,[6_)\(7—/\0*)(2(11’7—)1{1'(0*}+\I’o*1{‘r>a’*})]
T€T0,00 -

< inf Byl UMW, 4 ) ey + Vo Lirzony)]
T€T0,00 -

< sup inf Ey [e=TA9) (W, + Nfrcor + Volirsa)]

- 0€T0,00 TE€T0,00 =

< sup Ew[e_AG\IJU]
€T0,00

< sup Ew[e_koﬁ(qlg)]
€T0,00

< h(w).

Note that the infimum and supremum may be reversed in the fourth line by
arguing backwards. Hence v is the solution to the saddle point problem given in

(12,13). =

For the case that § < §* our objective, which will consume the majority of
the remainder of the paper, is to prove the following theorem which characterizes
the value of the Israeli §-penalty integral option in terms of the unique solution
to a free boundary problem.

Theorem 5 (Free boundary problem) When § < &*, there exist a unique
triple (a,b,w) such that

1—X 1

0<a§r+)‘ andr+)‘§b<oo
and w is a C*-finction on (a,b) which satisfies
1, 5 d? d
_ R 1 — — =) = 1
(3070 gz + (1= P =2 w(w) =0 (16)

such that
_Jv+é if ¢ <a,
wwy={ 50 FV5h (1)

Furthermore ¢ < w(y) < ¥ + 6 for all > 0 and w is a C' function on
(0,00). Moreover the solution to the stochastic saddle point problem (12, 13) is
characterized by h = w, and

o =inf{t >0:¥; > b}
and

™ =inf{t >0:¥, <a}

respectively.



This theorem will be proved by combining the conclusions of Theorems 10
and 11 in the following sections.

Remark 6 Clearly we need two boundary conditions to solve (16) on (a,b)
and these are given by w(a) = a + J and w(b) = b. Since the two boundaries
a and b are free, we need two more conditions to pin them down. These are
given by the requirement that w as a function on (0,00) is C'. Specifically,

w'(a+) = w'(a—) = 1 and w'(b+) = w'(b—) = 1.

Remark 7 Note that it is implicit in the above theorem that for any § < 6* we
have that § < 1/X and hence

5 <

> =

A fact which is not necessarily obvious from the expression given by (14).

Remark 8 Later on we shall see that the solution to the above free boundary
value problem is essentially a linear combination of two linearly independent
special functions which are rescaled versions of the Kummer functions.

5 Properties of the diffusion ¥

As earlier mentioned, the process ¥ is Markovian. In the sequel, we shall make
heavy use of some elementary facts concerning this diffusion and hence we shall
devote some time in this section discussing them.

It is straightforward to confirm that

dS; = Si(r + o?)dt + oS, dWF
and
d¥; = (1 — r0;)dt — oW, dWF

where WP = {WF : ¢ > 0} is a standard Brownian motion with respect to P.
A simple calculation using the 1t6 formula thus shows that for any f € C? we
have

d(f () = Lf (0,)dt — oW, f' (¥,) dW]F
where
LF () = 50%0 () + (1= i) f ()

The operator £ is the generator of ¥ and its eigen functions are given by taking
linear combinations of the two linear independent functions

G(x) =2 M(=v2,1 =72 + 71,2/ (z0?)) (18)

10



and
H(z) = 22U (=72, 1 —v2 + 1, 2/(1’0’2)) (19)

(recall that 41 and 45 were given in (7)). Here the functions U and M are known
as the Kummer functions. Using an integral representation, it can be shown that
H is proportional to the function u in Section 2 (see Lebedev (1972)). In order
that 1 — ~v2 4+ 1 is within the parameter range where the functions M is well
defined, we also need to make the assmption that

WIS 47y

l—v 4y =1-

a

(see the Appendix for a detailed description of these functions).
Define for @ > 0 the hitting times by

7o = inf{t > 0: ¥, < a},
and
0, = inf{t >0:¥, >a}.

The following theorem confirms that ¥ has range (0, c0) almost surely. Further,
when started at 1 > a (resp. ¢ < a) and stopped at o, (resp. 7,), ¥ has range
(@, 00) (resp. (0,a)) with positive probability. Part of the theorem and indeed
the methodology comes from Kramkov and Mordecky (1994) but we we include
all proofs for completeness.

Theorem 9 Let a > 0 and v > 0. Then both 1, and o, are Py-almost surely
finite stopping times, i.e.

Py(ra <o0)=1 and Py(o, < oo)=1.
Furthermore when 0 < a < ¢ < b, then
Py(ra <op) >0 and Py(op < 14) > 0.

Proof. For z > 1, define the function
K (r) = / g2l ) gy,
1
and when 0 < z < 1, let
1 2 2
K(z) = —/ y2rlo” 2ot gy,

Let a > 0. The fact that K is a strictly increasing continuous function on (0, co)
allows us to deduce that

T, =inf{t >0:¥, <a}=inf{t >0: K(¥,) > K(a)}

11



and
oo =inf{t >0: ¥, >a} =inf{t <0: K(¥:) < K(a)}

Let ¢ > 0. Since Py (¥, > 0 for all £ > 0) = 1, we can use Ité’s formula to verify
that the process {K(¥:) : ¢ > 0} is a local martingale. Tt can also be easily
shown that ¢ :=infysq oK’ () > 0 and hence the quadratic variation (K (¢))
of K(W,) satisfies

t
(K () :/ (UK (15))2ds > 1.
0
Therefore we can conclude that
Py (Jim (K(4)) = o0) = 1. (21)
Let t > 0 and define the stopping time

x(t) = inf{s > 02 (K (), > 1},

which is finite Py-a.s. Now Theorem (4.6) of chapter 3 in Karatzas and Shreve
(1988) allows us to conclude that {K(iy())}t>0 is a Brownian motion with
respect to the filtration F, ;). Because a Brownian motion reaches any level in
an almost surely finite time and because x(t) is almost surely finite, {K (¥;)}+>0
must also hit any level almost surely, thus h

Py(r, < o0)=Py(o, < o0)=1.
Next define for any @ € R the stopping time
T, =inf{t >0: WF =a}.

For any a < 0 < b we know that P(7T, < T}) and P (T} < T,) are strictly positive.
Now let 0 < a < ¢ < b. As {K("/)x(t))}tzo 1s a P-Brownian motion it reaches
K (a) before it reaches K (b) with positive probability and vice versa. As K ()
hits K (c) if and only if ¥, hits ¢, the required result follows. m

Armed with these facts concerning the diffusion ¥ we are now ready to move
on to the proof of Theorem 5.

6 At most one solution to the free boundary
problem

In this section we shall prove one of the directions in Theorem 5. Namely the
following.

Theorem 10 Suppose that § < *. Given a solution (a,b, w) to the free bound-
ary value problem given in Theorem 5, it characterizes the solution to the stochas-
tic saddle point problem (12, 13).

12



Proof. Recall the definitions of 7, and o3 from Section 5 and for each € R,
let L7 = {LY :t > 0} be the local time of ¥ at point . The process

E—A(tAob)w(\I]tAab)’ { Z 0

is a submartingale. To see this we use a modern version of It6’s formula which
allows for the discontinuity of first derivatives at points at the cost of an extra
local time term (see for example Peskir (2002)) to deduce that on t < oy

d[e‘“w(\llt)] = e‘”(ﬁ — ANw(¥,)dt — e_MO'\Iltw'(\Ilt)thP
+em M (w'(a*) —w'(a7))dL]
= M1 =X~ (r+A)¥)Lig,<apdt
—E_Ata‘lltw'(\Ilt)thP,
where we also used that w'(a™) = 1 = w'(a™). Since for ¢ < a

(1= A6 — (r+ A1) > (1= A6 — (r+ N)a) > 0

it follows that the process {M;};>0 is indeed a submartingale.
A similar calculation using the fact that w/(b7) = 1 = w/(b%) and 1 — (r +
A)tp < 0 when ¢y > b shows that

{7 w(Wis,) ot > 0}

is a supermartingale.
Now using the fact that @ < w(z) < 244 for all z > 0, we get for any ¢ > 0

w(g) < inf Byl M u(T,,,)]

TETD,oc
= Tei%f E, [B—A(r/\ab)(w(\IlT)l{T<ob} + V5, 11:50,})]
< Ei%f Ey [G_A(TA%)((‘I’T +)1r<oy + \I"’bl{TZOb})]
< sup inf Ey [ 27 (W, + Nircor +¥olir>oy)]
- 0€T0,00 7€70,00 -
< sup Ew [E_A(T“AU)((\I’TQ + 5)1{Ta<0} + \1’01{7020})]
UETD,oo
= S;l’p Ew [E_A(TGAU)(U)(‘IITQ)]-{TG<U} + \I’Ul{fazo})]
g€70,00
< sup Byl A (W, )]
UETD,oo '
< w(y).

We have used the submartingale property in the first inequality and the su-
permartingale property in the last one. Noting that the role of supremum and
infimum can be interchanged on the fourth line of the calculation by reversing
the argument, we see that that w(¢) = h(¢) for any ¢ > 0, 7* = 7, and 0™ = 0.
]

13



7 At least one solution to the free boundary
value problem

In this section we shall show the converse to Theorem 10. That is to say, we
shall prove the following theorem.

Theorem 11 Suppose that § < 6*. There is at least one solution (a,b,w) to
the free boundary value problem given in Theorem 5. This solution is identified
by w = h.

As stated in the introduction, this fact could likely be established by analytical
techniques. However, prefering to shed light directly on the relation between
stochastic saddle point problems and free boundary value problems, we opt for
a probabilistic proof. The proof is long and we break 1t into smaller components.
Throughout this section we assume that § < §*.

7.1 The continuation region C is open

Our goal here is to show that ¢ < 7* A ¢* if and only if ¥, € C where C is some
non-empty open set in (0,00). The first step is establishing continuity of the
function h.

Lemma 12 The function h is continuous on (0, 00).

Proof. For this proof we shall need to slightly adjust our notation. For any
¥ € (0,00) we shall denote o*(¢)) and 7*(¢) for the optimal stopping times
in the stochastic saddle point problem (12) and (13) when the initial position
W, = 1. Note then that for 0 < z,y < oo,

h(z) = nf Bele N (Wr 4 0)1( <o o) + Yor o) Lirzon 2)]

< B[ MO (W ) + )L (y)<on (0)) + Yoo (o) Lre (1) 200 (2))]

and similarly
h(y) > By (e M MWWy + )1 ire ) <om(2)) + Tor () L(re (1) 200 (2)))-

By choosing 17 > 7 and interchanging the roles of #; and 5 in the above
inequalities, we find that

h(1) — hts) < Ty (e~ GRS WO (g — o)
< (Y1 — o)
and
B() — h(gs) > T (e~ WOATG2)) 5 (4 — o)
> 0

where we have also changed measure back to P. Continuity of A follows immidi-
ately. =

14



The continuity of h now implies that

C:={yYe(0,00): 9 <h(y) <¢+d}

is an open subset of (0,00). In addition we observe directly from the proof of
continuity the following corollary.

Corollary 13 The function h() — ¢ is decreasing.
Lemma 14 C # (.

Proof. Suppose on the contrary that ¢ = ). By continuity of A we then have
h(y) = ¢ for all ¢ > 0 or h(¢p) = ¢ + § for all ¥ > 0.

Let us consider the case then that h(¢) = 4. Since 0* = 0 and 7™ = oo, we
deduce from Remark 3 that the process

{e™™h(W,) it >0} = {e AT R(Wepnr0) it > 0}
is a supermartingale. Tt can be checked using Tt&’s formula that
d(e‘”h(\llt)) = d(e_)‘t\Ilt) = 6‘”(1 — (r+ A)W;)dt — e_MU\IIthVtP,

showing that
¢
/1—(r—|—)\)\Iludu§0 for any 0 < s <1 < oco. (22)

But from Theorem 9 we know that the process {U;};>q hits 1/(2(r + X)) after
an almost surely finite time, say (. As 1 —(r4+A)¥, = 1/2, we use the continuity
of the paths of the process {W¥;};>0 to reach a contradiction with (22).

The case that h(y)) = ¢ +4d is handled using a similar argument by contra-
diction. m

7.2 his a C? function on C
Recall that
€= { € (0,00) : ¥ < h(¥) < ¥ +3).
From Remark 3, the fact that the stopped process
{emAEATAT ) B (W g yanse ) o 1> 0}
is a martingale will allow us to deduce that in fact h is a C? function on C.

Lemma 15 The function h is C? on C and satisfies (L — M\h(¢) = 0 for any
Y eC.
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Proof. Let ¢ € C. Because C is open, there exist 1 < ¥ < xs such that
[z1, 2] C C. Let f be a C? function on [21, 5] defined by

(L=XNf = 0 on (x1,z2),
fle1) = h(a),
f(z2) = h(x).

We know such a function exists and can be written as a linear combination of
G and H. Let

T = 1nf{t v, € {xla Z‘Q}},

which is almost surely finite because of Theorem 9. Using the the definition of f
above and the fact that f’ is uniformly bounded, an application of It6’s Lemma
shows that

{e AN (W0, ) 11> 0}

is a Py-martingale. Using Remark 3 in conjunction with the fact that 7 <
(7™ A o*), thus have for every ¢ € (21, z3)

F) = Byle T f(¥:)] = Eyle T h(¥,)] = h(y).

Since the point ¥ was arbitrarily chosen in C the Lemma is proved. m

7.3 ( is an interval

Lemma 16 There ezxist some o > 0 and § > «a such that h(y) = ¢ for ¢ €
(B,00) and h(a) = a + 4.

Proof. Suppose that
Vn € N 3dz, € (n,00)NC. (23)

Then from Lemma 15 we deduce that (£ — A)h(z,) = 0. We know there exist
A, B € R such that

h(z,) = AG(z,) + BH(zy,).

Using known asymptotics of the functions U and M at zero (see Lebedev (1972)),
we have that

h(en) ~ 2 (A+B (F(’Yz—‘rl) n (=) ( 2 Z)W_“)) S s oo

[(=m) (=) \ano
where T'(+) is the analytic extention of the Gamma function. Now since 5 > 1

and y1—v2 < 0, we deduce that lim,, _, o, |h(2,)|/2, is equal to 0 or co accordingly
as A+ BT (y2 —v1)/T(—%1) is zero or non-zero valued. In both cases we get

16



a contradiction with the fact that ¢ < h(¢) < ¢ 4+ § for all
(23) is false. Therefore we can choose § > 0 such that (3, c0)
continuous we deduce that either h() = ¢ for all ¥ € (3, 00) or
for all ¥ € (3, 00).

Suppose the latter case holds. Choose the initial position

1 > 0 and thus
C C°. Since h is
h(¥) =4+

1

¢>£::r+/\

Vg
and let
(&) :=inf{t >0:¥, =¢&}.

Since & > [, the process ¥ has to hit & before it can hit the line y = %, hence
¢(&) < o*. Therefore

{E—A(tAg*AC(f))h(\Ijt/\g*/\C(O) t>0) = {e—A(mC(E))(\pMC(E) +4):t>0}
is a submartingale (from Remark 3) such that for ¢ < {(¢)

de™h(T)) = ML= M~ (r+ A )dt
—e Mo, dWE. (24)

As Py-almost surely

1
Yincie) 2 Yee) =€ 2 o

we deduce that
L= X6 = (r+A)Winc(e) <0,

which, becasue of (24) leads to a contradiction with the fact that
@—A(“\C(f))(\llt,\c(g) +46) :t > 0} is a submartingale. This shows that h(y) = ¢
for all z € (3, 00).

Next suppose that h(y) < ¢ + ¢ for every ¢ > 0. This implies that 7* = oo
and hence the Israeli § penalty integral option is nothing more than a regular
integral option. However since § < d* this (together with continuity of h) would
imply that §* = h(0+) < J; a contradiction. m

Corollary 17 It now follows as an immediate consequence of the previous
Lemma and Corollary 13 that there exist two points 0 < 1) < ¢(3) < oo
such that C = (¢(1),¢(2))‘

7.4 Properties at v(!) and )

In this part we give two more properties of the end points ) and ¢(*). Specif-
ically, bounds on their values and that h observes the smooth pasting principle
at these two points.

17



Lemma 18 The following inequalities hold:

1—MX 1
(1) (2)
o < S5 and —— <y,

Proof. Assume that

1—A6

s -7
P> N

Then, together with the conclusion of the previous Corollary, we can say that
there exists some €3 > 0 such that

1-X—(r+NY <0, h(y)=y¢+0dforall € (@) —e3y)).
Define
75 = inf{t > 0: ¥, = M) — g3},
From Remark 3 we know that
{e AR R (W reange) 1T > 0}

is a submartingale and using an extended version of Ttd’s formula we have that
ont < 1 Ac*
dle=*h(,)]
= e_)‘t(l — A — (1“ + )\)\I/t)l(q,te(wu)_537¢(1)))dt
—e M (oW b (B,)dWF
) (1)

+e MR (W) — 1)Ly

Since h()) < @ 4 d implies that h'(¢()4) — 1 < 0 and as in the previous

(1)
Lemma we may deduce from Theorem 9 that Pw(L;pME)SAU* > 0) > 0, we get

a contradiction in previous calculation with the aforementioned submartingale

property.
The second part of the Lemma is proved in a similar manner using the
previous Lemma and the supermartingale property associated with h. m

Remark 19 As earlier remarked upon, the first statement in the above Lemma
implies that §* < 1/A.

Now we establish smooth pasting at (") and 1(*). Our proof is very much
guided by the structure of the proof of Theorem 3.16 In Shiryaev (1968).

Lemma 20 The function h(1) has continuous first derivatives at ) and 2,

B(p4) = B (=) = 1 and B (g +) = b (p1 ) =1

18



Proof. We shall only give the proof of h'(1(2)4) = h/((*) =) = 1. The proof at
¥(1) is essentially the same. Define the function f (1) = h(1)—1 for ) > 0. Then
it suffices to show that f/(¢(2)4) = f'(4(2) =) = 0. Note that since f(¢) = 0 for
¥ > ) we in fact only need to deduce that f/(¢()—) = 0.

Define for sufficiently small p > 0 the two-sided stopping time

T, =inf{t > 0:¥, ¢ (417 — p,v*) + p)}.

From Lemma 7.4 in Karatzas and Shreve (1988) we know that for any ¢ €
(6@ = p, 0 + p)

E,[T,] < co. (25)
Our first objective is to show that
Eyo [ 07,1 =4 4 o(p) asp 0.

From the definition of 7T}, we deduce that

Byl 00,] = Byl g, <y =)
+Ey0) [E_AT”l{qup —p@ 1] +p)
= OBy [ ]
+p(Ey@ [e™7] = 2B ) [e‘*Tpl{%zw(z)_p}])_ (26)
Define the function
9,(¥) = Eyle M Lig, —yer_p]

Because condition (25) is satisfied, we know by Proposition 7.2 in Karatzas and
Shreve (1988) that g, satisfies (£ — \)g, = 0 in (¢(?) — p,9(*) 4 p). Hence there
exist A,, B, € R such that

9o(0) = A,G($) + B,H () forall g € (2 — p, ) 4 p).

Obviously gp(w(Q) —p)=1and gp(w(Q) + p) = 0. From this we have after some
algebra that

99(1/)(2)) =

HEO)GE® +p) — HE +p)G)
H(y® = p)G() + p) = HHE) +p)G
We can use de 'Hopital’s rule to conclude

1

I = —. 27
;folgp(y) 5 (27)

(Note when taking limits, one will also use the linear independence of G and
H). The regularity of the paths of ¥ and the Dominated Convergence Theorem
allow us to deduce that

%IEW) [e=?e] = 1. (28)
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If we combine (27) and (28) with (26) we get
Eyo[e 0 Wr,] = ¢ Eye (e "] +0(p) as p 0. (29)
Next define the function
ho() = By 7).
Again by Proposition 7.2 in Karatzas and Shreve (1988) we know that h, (1))

satisfies (£ — A)h,(¢)) = 0 for any ¢ € (10(2) —p, P+ p). As hp(lb(z) -p) =
h, (¥ + p) = 1 we find that

(GW™ +p) -G

) = = D) + (1) — p) = T + )G

—p
VH() — p) = G($) — p) H($) + p)

Again by using de I'Hopital’s rule (this time twice) together with the linear
independence of G and H we find

(2)y -
p0 P

=0
We deduce that
ho(¥1?) = 14 0(p) as p 0.
If we combine this with (29) we conclude that
Eye e 0r,] = ¢ +o(p) aspl 0. (30)

The fact that 0 < p < (2) — (1) implies that T, < 7*. This means that the
process

{e M TR Wy 00) ot > 0}
is a supermartingale, hence
Eyeo e h(¥r,)] < ¢,

By combining this result with (30) and the observation that f > 0 it follows
that

0 < Byl f(¥r,)]
= E¢(2) [E_AT”h(\IJTP)] — E¢(2) [E_AT” \IJTP]
< PO — By e Up,] = o(p) aspl0,

which shows that

By [e= f(¥r,)] = o(p) as p | 0. (31)
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As f is a C%function on (), 4} and f(1(2)) = 0 we know that as p | 0
F® = p) = =pf' (WP =) +0(p).
Now as f(¢) = 0 when ¢ > () we find

By (e f(Ur,)] Eyo[e M f(0®) = p) g, zper-p)]
(—=pf (=) + 0(p)) By [6_””1{\1/%:1;)(2)_,;}]

According to (27) and (31) we know that

Ey (e f(T7,)]

0 = 2lm
pd0 P
oy —PI WP ) +o -
— lelil(,)l p ( p / (p)Ew(z)[B ATp]—{([Jszr(/;(Z)_p}]
gt )
pl0 2p
= (-

and the proof is complete. m

7.5 Proof of Theorem 11

Combining the conclusions of all the Lemmas in this section together, we thus
have the proof of Theorem 11.

8 Plots of the functions 7 and h

We offer a plot of the value function of the Israeli J-penalty integral option next
to the value function of the regular integral option with the same parameters.
By choosing the parameters A > 0 and r > 0 appropriately, we can attain a
choice of 41 and ~s satisfying

v1 < 0and vy +v2 > 1.

We take 2 = 1, 41 = —0.49 and y2 = 1.8. Recall the definition of u from (8).
Solving the equation

u(¥) — ' ()¢ =0

numerically leads to 12 ~ 3 and




Of course, interesting cases only arise by choosing a relatively small § and
therefore we take § = 0.17. According to Theorem 5 the problem of finding
the value funtion of the Israeli Integral option reduces to finding a linear com-
bination of the functions '8 (1.8, —1.29,2/v) and ¢S M (1.8, —1.29,2/v)
which satisfies the free boundary value problem. The definition of h given in
(9) is also given in terms of the function ¢80 (—1.8,—1.29,2/%). Using the
computer programme Mathematica, for particular parameter choices mentioned
above, one may use the above functions to establish numerical curves for the
value functions h(¢) and h(1). These are plotted below on the same graph. On
the same graph the diagonal lines represent the curves ¢ and ¢ + 4. Note that
the domination of h by his clearly apparent in the diagram.

2.5¢

1.5}

Appendix

Kummer’s equation takes the form

d*f df _ .
2+ (b=2) 2 —af =0, (32)

where a € R and b € R\Z<q. One solution to this differential equation takes the
form

—~ [(a+k)I(b) L
b,
(a,b,7) ;F T+ k)k!"
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Remark 21 Note that in the above expression we understand the T' function
in its analytically extended form given by

I'(z) = / e~ '~ 1dt when Rz > 0.
0

To define T'(z) in the rest of the complex plane we can use the idea of analytic
continuation to find that

= (=1)F 1 L
F(Z):Z(k!) z+k+/1 e~tE 1t for z ¢ Z.<o.
k=0

The function T' has simple poles at the points z € Z<q.
A second, linearly independent, solution of (32) by

Ula,b,z):= %M(a, b, x)+

T(b—1)

1-b _ _
Ta) e "M(l+a—10,2-0,z).

(33)

When presented with the equation

L) = 50" () + (1 = i) (9) = 0.
it is a matter of checking to confirm that
G(z) = 2" M (=72, 1 = v2 + 71,2/ (20%))
and
H(z) = 27U (=72,1 =72 +m,2/(20?))

provide linearly independent solution where as before 41 < 45 are the two roots

of

2 2

2 9
—~t (= 4+ - .
~ ( r),7 0

The requirement that b € R\Z<q in the definition of M(a,b, x) now requires us
to impose that

2\/(02/2 +7)? 4+ 2Xo?

o2

IT—y2+m=1- & 7.<o

which was condition (20). For a full account of the Kummer functions, the reader
is referred to Lebedev (1972).
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