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Abstract. Adaptive wavelet algorithms for solving operator equations have been shown
to converge with the best possible rates in linear complexity. For the latter statement all
costs are taken into account, i.e., also the cost of approximating entries from the infinite
stiffness matrix with respect to the wavelet basis using suitable quadrature. A difficulty is
the construction of a suitable wavelet basis on the generally non-trivially shaped domain on
which the equation is posed. In view of this, recently corresponding algorithms have been
proposed that require only a wavelet frame instead of a basis. By employing an overlapping
decomposition of the domain, where each subdomain is the smooth parametric image of
the unit cube, and by lifting a wavelet basis on this cube to each of the subdomains,
the union of these collections defines such a frame. A potential bottleneck within this
approach is the efficient approximation of entries corresponding to pairs of wavelets from
different collections. Indeed, such wavelets are piecewise smooth with respect to mutually
non-nested partitions. In this paper, considering partial differential operators and spline
wavelets on the subdomains, we propose an easy implementable quadrature scheme to
approximate the required entries, which allows the fully discrete adaptive frame algorithm
to converge with the optimal rate in linear complexity.

1. Motivation and background

For some separable Hilbert space H, a boundedly invertible operator L : H → H ′, and
a g ∈ H ′, we consider the problem of finding u ∈ H such that

Lu = g.

We assume that we are given a frame Ψ = {ψλ : λ ∈ Λ} for H, i.e., a countable collection
in H such that for some constants AΨ, BΨ > 0,

(1.1) AΨ‖f‖
2
H′ ≤ ‖[f(ψλ)]λ∈Λ‖

2
`2(Λ) ≤ BΨ‖f‖

2
H′, (f ∈ H ′).

or, equivalently, clos span Ψ = H and

(1.2) B−1
Ψ ‖v‖2

H ≤ inf
{v∈`2(Λ):

P

λ∈Λ vλψλ=v}
‖v‖2

`2(Λ) ≤ A−1
Ψ ‖v‖2

H , (v ∈ H).
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The frame operator F : H ′ → `2(Λ) : f 7→ [f(ψλ)]λ∈Λ has dual F ′ : `2(Λ) → H : v 7→
∑

λ∈Λ vλψλ. We have `2(Λ) = RanF ⊕⊥ KerF ′, and Ψ is called a (Riesz) basis for H when
KerF ′ = {0}, or, equivalently, RanF = `2(Λ).

Writing the solution of (1.1) as u =
∑

λ∈Λ uλψλ for some u ∈ `2(Λ), u is a solution of

(1.3) Mu = g,

where M = [(Lψλ′)(ψλ)]λ,λ′∈Λ, and g = [g(ψλ)]λ∈Λ. The, generally, bi-infinite stiffness
matrix M is bounded with ‖M‖`2(Λ)→`2(Λ) ≤ BΨ‖L‖H→H′, KerM = KerF ′, M|RanF :

RanF → RanF is boundedly invertible with ‖M|−1
RanF‖`2(Λ)→`2(Λ) ≤ A−1

Ψ ‖L−1‖H′→H , and

for g, that is in RanF , we have ‖g‖`2(Λ) ≤ B
1
2
Ψ‖g‖H′.

In [CDD01, CDD02, GHS05] or [Ste03, DFR04, DFR+06] for the basis or (true) frame
case, respectively, adaptive iterative schemes have been proposed for solving (1.3). Under
some conditions, these schemes were shown to be optimal in the following sense: Let for
some s > 0, some solution u of (1.3) be in

As = As
∞ = {v ∈ `2(Λ) : |v|As := sup

N
N s‖v − vN‖`2(Λ) <∞},

where vN denotes a best N-term approximation for v, i.e., a vector with #supp vN ≤ N ,
that has distance to v not larger than any vector with this support length. Note that
the positions of the non-zero coefficients of vN generally depend on v, meaning that here
we are dealing with nonlinear approximation. Membership of u ∈ As means that for

any ε > 0, there exists a uε with #supp uε ≤ dε−1/s|u|
1/s
As e and ‖u − uε‖`2(Λ) ≤ ε. For

bases or frames that are commonly used in this setting, this membership is related to
smoothness of u in a scale of Besov spaces, being a much weaker notion of smoothness
than that in the standard scale of Sobolev spaces. This is the motivation to consider
nonlinear approximation and adaptive schemes. Now suppose that M can be sufficiently
well approximated by computable sparse matrices, in the sense that for some s∗ > s it is
s∗-computable. This means that

for each j ∈ N0, one can construct a matrix M∗
j having in each column O(2j)

non-zero entries, whose joint computation takes O(2j) operations, such that
for any s̃ < s∗, ‖M − M∗

j‖`2(Λ)→`2(Λ) . 2−js̃.

A consequence of u ∈ As, and M being s∗-computable for some s∗ > s is that g ∈ As

with |g|As . |u|As. Let us secondly assume that given any ε > 0, one knows how to

produce an approximation gε in O(ε−1/s|g|
1/s
As ) operations, and thus in particular with

#supp gε . ε−1/s|g|
1/s
As , with ‖g− gε‖`2(Λ) ≤ ε. Then, given any ε > 0, the aforementioned

algorithms are proven to produce an approximation uε in O(ε−1/s|u|
1/s
As ) operations, and so

#supp uε . ε−1/s|u|
1/s
As , with ‖u − uε‖`2(Λ) ≤ ε. In view of the assumption u ∈ As, these

bounds on the work and the support length are the best possible modulo a constant factor.

Note that ‖u−
∑

λ∈Λ(uε)λψλ‖H ≤ B
1
2
Ψε.

Remark 1.1. Actually to arrive at this result in the frame case, an additional technical third
assumption was made concerning the `2(Λ)-orthogonal projector onto RanF . Although
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we expect it to hold much more generally, so far it was verified rigorously only in a special
situation, see [Ste03, §4.3]. In [Ste03], we therefore introduced an alternative algorithm
that does not require this assumption, which however we expect to have worse quantitative
properties.

Remark 1.2. Although the algorithms from [CDD01, GHS05] are of somewhat different
type, one may think of the adaptive algorithms to consist of the application of a simple
iterative scheme to (1.3), as the damped Richardson iteration or the Steepest Descent
scheme, where in each iteration the application of M to the current finitely supported
iterant, as well as the vector g are approximated. Such schemes are convergent when
M = MT ≥ 0, that we silently assumed above. If L is symmetric and positive definite,
i.e., L′ = L and inf06=v∈H(Lv)(v)/‖v‖2

H > 0, then MT = M ≥ 0 (> 0 in the basis
case). Otherwise, one can apply the algorithms to the normal equations MTMu = MTg,
although, depending on L, quantitative better options may be possible (cf. [DUV02,
Gan06]).

The validity of the assumption on the approximatibility of g depends on the right-hand
side at hand. In any case, it is satisfied when g is sufficiently smooth. The value of s∗ for
which M is s∗-computable depends on the frame or basis Ψ and the operator L. Let us
consider L to be a partial differential or integral operator of order 2t, so that typically H is
a Sobolev space with smoothness index t, on an n-dimensional domain or manifold. Then
for Ψ being a wavelet basis of order d, even for a smooth solution u the largest s for which
membership u ∈ As can be expected is s = d−t

n
. For biorthogonal spline wavelets that have

d̃ > d − 2t vanishing moments, in [GS06a] or [GS06b] for differential or singular integral
operators, respectively, s∗-computability for s∗ > d−t

n
was shown, being thus sufficient for

optimality of the adaptive algorithms. The argument was first, using the smoothness and
vanishing moments of the wavelets, to show that the corresponding M is s∗-compressible.
This means that

for each j ∈ N0, there exists an infinite matrix Mj, constructed by dropping
entries from M, such that in each column it has O(2j) non-zero entries, and
such that for any s̃ < s∗, ‖M − Mj‖`2(Λ)→`2(Λ) . 2−js̃.

Secondly, by applying suitable quadrature, it was shown that each column of Mj can be
approximately computed, taking on average O(1) operations per entry, while the order of
approximation with respect to M is maintained.

The bottleneck for the application of the adaptive wavelet basis algorithms is the con-
struction of suitable biorthogonal wavelet bases on the generally non-trivially shaped do-
mains or manifolds on which the equations are posed. The common construction principle
is that via a non-overlapping domain decomposition, where each subdomain is a smooth
parametric image of the n-dimensional unit cube ([DS99a, CTU99, CM00]). Biorthog-
onal multiresolution analyses on this cube are lifted to the subdomains, and continu-
ously connected to biorthogonal multiresolution analyses on the whole domain or manifold,
giving rise to biorthogonal wavelets, called composite wavelets. In view of obtaining s∗-
computability for a sufficiently large value of s∗, difficulties are that wavelets with supports
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Figure 1. Construction of aggregated wavelet frame based on an overlap-
ping domain decomposition.

that intersect interfaces between subdomains generally have no vanishing moments, and
that their smoothness is restricted to continuity. Proposals to circumvent these problems
have been made in [HS06, Ste06], however resulting in wavelets with larger supports, or
requiring a more complicated construction. Another difficulty is that continuous “glu-
ing” of the multiresolution analyses over the interfaces requires some matching condition
on the parametrizations, that in practical situations might be difficult to fulfill. An el-
egant construction that does not require this matching, and yields wavelets that satisfy
all requirements concerning smoothness and vanishing moments was proposed in [DS99b].
Unfortunately, so far with this approach it seems not easy to obtain wavelets that have
competitive quantitative properties. A recent investigation of this approach was made in
[KS06].

Above problems with the construction of wavelet bases led us to consider adaptive al-
gorithms based on frames. A special kind of frame for a Sobolev space on a domain or
manifold, called aggregated wavelet frame in [DFR04], can be easily constructed. Since
in this paper we will consider L to be a partial differential operator of some order 2t,
appended with homogeneous Dirichlet boundary conditions, we describe the construction
for the case that for some t ∈ N0, H = H t

0(Ω) and Ω ⊂ R
n is a domain. Consider an

overlapping domain decomposition of the domain into a finite number of subdomains, each
of them being a smooth parametric image of the n-dimensional unit cube. Then, with Ψ�

being a wavelet basis for H t
0(0, 1)n, the union of the lifted bases is a frame for H = H t

0(Ω),
see Figure 1. This construction is simple, and can be applied on any domain having a
piecewise smooth boundary. It can be expected that the effective condition number of
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the aggregated frame, i.e., the condition number without taking the zero eigenvalues into
account, is (much) smaller than that of the corresponding composite wavelet basis.

In view of obtaining a sufficiently compressible stiffness matrix, we will consider Ψ� to
be a biorthogonal spline wavelet basis of order d, having d̃ vanishing moments. Moreover,
to obtain frame elements that are globally sufficiently smooth, i.e., that are in Cd−2(Ω), on
those faces of (0, 1)n that are mapped into the interior of Ω we incorporate homogeneous
Dirichlet boundary conditions into Ψ� of order d−2. The resulting collection is then still a
frame forH t

0(Ω). Note that generally Ψ� now depends on the subdomain. An alternative to
obtain globally smooth frame elements, which has some advantages in view of Remark 1.1,
is to multiply the lifted basis on subdomain Ωi with χi, where {χi}i is a collection of smooth
non-negative functions on Ω with χi vanishing outside Ωi and

∑

i χi h 1. Although in the
following we will not consider this option, all results from this paper trivially extend to
this construction.

As in the basis case, the largest s for which membership of some solution u ∈ As can
be expected is s = d−t

n
. For d̃ > d − 2t, the proof given in [Ste04] of s∗-compressibility of

the stiffness matrix with s∗ > d−t
n

for the basis case carries directly over to the aggregated
frame case. A potential problem, however, is the quadrature, i.e., the question whether
M is also s∗-computable for some s∗ > d−t

n
. In the overlapping region of two subdomains,

there are two collections of lifted wavelets whose elements are piecewise smooth with re-
spect to images of square meshes on (0, 1)n under different smooth mappings, see Figure 1.
The question is whether entries involving pairs of wavelets from different collections can
be approximated within the required tolerance at sufficiently low cost. By carefully dis-
tributing computational cost over the entries, in this paper we will show that indeed M is
s∗-computable for s∗ > d−t

n
, at least when d−t

n
> 1

2
, t > 0 and d− 1 > t. For d−t

n
> 1

2
, and

t = 0 or d− 1 = t, the suboptimal result s∗ = d−t
n

will be shown. Although quantitatively
better schemes might be possible, in doing so we exclusively use simple composite quadra-
ture rules of fixed order and variable rank in the parameter space of the wavelet that has
the highest level of the two involved in an entry.

As follows from the preceding discussion, our result on s∗-computability of the stiffness
matrix M of the boundary value problem with respect to an aggregated wavelet frame is a
key ingredient in the proof of optimality of adaptive frame algorithms. In a forthcoming pa-
per, we will study overlapping domain decomposition (Schwarz) algorithms applied on the
continuous level for solving boundary value problems, where the subdomain solves are ap-
proximated by adaptive wavelet basis algorithms. Our first experiments show much better
performance of these algorithms compared to the adaptive frame method. The approx-
imate application of M enters these domain decomposition algorithms for the transport
of information between the subdomains. By the s∗-computability of M shown here, also
these algorithms can be shown to be optimal.

This paper is organized as follows: In Sect. 2, a result is proven concerning s∗-compressibility
of partial differential operators in (aggregated) frame coordinates, which slightly improves
upon the corresponding result from [Ste04] (cf. Remark 2.2). Another reason to include
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it is that for both the present result and that from [Ste04], homogeneous Dirichlet bound-
ary conditions are essential, whereas this restriction was overlooked in [Ste04]. In Sect. 3,
we develop quadrature schemes to approximate the remaining entries after compression,
and show the required s∗-computability. In Sect. 4, in a slightly specialized setting we
give much sharper estimates for certain quadrature errors, which may help improving the
quantitative behaviour of adaptive wavelet and frame algorithms. Finally, in Sect. 5, we
report on numerical tests to verify the sharpness of bounds on the sizes of the entries in
the stiffness matrix, and on those on quadrature errors.

In this paper, by C . D we will mean that C can be bounded by a multiple of D,
independently of parameters which C and D may depend on. Obviously, C & D is defined
as D . C, and C h D as C . D and C & D.

For any countable set Σ, we will use ‖ · ‖ to denote ‖ · ‖`2(Σ) or ‖ · ‖`2(Σ)→`2(Σ).

2. Compressibility of partial differential operators in (aggregated)
frame coordinates

For some domain Ω ⊂ R
n and t ∈ N0, let L : H t

0(Ω) → H−t(Ω) be defined by

(Lw)(v) =
∑

|α|,|β|≤t

∫

Ω

aα,β∂
αw∂βv, (w, v ∈ H t

0(Ω)),

where the coefficients aα,β are sufficiently smooth.
Let

Ψ = {ψλ : λ ∈ Λ}

be a countable collection of functions in H t
0(Ω), where we have in mind Ψ to be an aggre-

gated wavelet frame. The index λ encodes both the level, denoted by |λ| ∈ N0, and the
location of the wavelet ψλ.

We assume that the wavelets are local in the sense that

diam(suppψλ) . 2−|λ| and sup
x∈Ω,`∈N0

#{|λ| = ` : B(x; 2−`) ∩ suppψλ 6= ∅} <∞,

and that they are piecewise smooth, with which we mean that suppψλ\sing suppψλ is
the disjoint union of m domains Ξλ,1, . . . ,Ξλ,m, with ∪mi=1Ξλ,i = suppψλ, where ψλ|Ξλ,i

is

smooth with, for any γ ∈ N
n
0 ,

(2.1) sup
x∈Ξλ,i

|∂γψλ(x)| . 2|λ|(
n
2
+|γ|−t).

We assume that there is a smooth, regular mapping κλ : R
n → R

n, for which each derivative
is bounded, uniformly in λ, such that κ−1

λ (Ξλ,i) is an n-cube aligned with the Cartesian
coordinates, and

(ψλ ◦ κλ)|κ−1
λ (Ξλ,i)

∈ Qd−1,

with Qd−1 being the n−fold tensor product of the space of univariate polynomials of degree
d − 1. Thinking of an aggregated wavelet frame, κλ is just the parametric mapping used
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to lift the wavelet on (0, 1)n to the subdomain. For some

N 3 d ≥ t + 1,

we assume that, when d ≥ 2,

ψλ ∈ Cd−2(Ω).

By (2.1), this shows that for k ∈ [0, d− 1],

(2.2) ‖ψλ‖W k
∞(Ω) . 2|λ|(

n
2
+k−t).

In view of these assumptions, recall from Sect. 1 that even for smooth u, the largest s
for which any u ∈ `2(Λ) with u =

∑

λ∈Λ uλψλ can be expected to be in As is s = d−t
n

. Our

task is therefore to prove s∗-computability of M = [(Lψλ′)(ψλ)]λ,λ′∈Λ for some s∗ > d−t
n

.

First of all, we show that M is sufficiently compressible. To this end, we split M into
M(r) + M(s), with M(r) containing those entries (Lψλ′)(ψλ) of M with

{

suppψλ ⊂ Ξλ′,i′ , for some 1 ≤ i′ ≤ m, when |λ| > |λ′|,
suppψλ′ ⊂ Ξλ,i, for some 1 ≤ i ≤ m, when |λ| < |λ′|,

and zeros at the remaining locations in Λ × Λ, and thus with M(s) being the matrix
containing the remaining entries of M, and zeros otherwise (see Figure 2). The indices “r”
and “s” refer to regular and singular, respectively.

The collection of wavelets Ψ is said to have d̃ ∈ N0 vanishing moments when, if d̃ > 0,

ψλ ◦ κλ ⊥ Pd̃−1,

possibly with the exception of the λ with |λ| = 0.
In order not to be forced to handle n = 1 as an exceptional, although easy case, unless

explicitly stated otherwise, in the following we will always assume that

n > 1.

Theorem 2.1. For j ∈ N0, we define the infinite matrices M
(r)
j and M

(s)
j by dropping the

entries Mλ,λ′ = (Lψλ′)(ψλ) from M(r) or M(s) when
∣

∣|λ| − |λ′|
∣

∣ > j
n

or
∣

∣|λ| − |λ′|
∣

∣ > j
n−1

, respectively.

Then the number of nonzero entries in each row and column of M
(r)
j and M

(s)
j is of order

2j, and

(2.3) ‖M(r) − M
(r)
j ‖ . 2−j(

t+d̃
n

), ‖M(s) − M
(s)
j ‖ . 2−j(

d−1/2−t
n−1

),

for the latter estimate assuming that d̃ ≥ d− 2t.

Remark 2.2. The corresponding result from [Ste04] gives the same bound for ‖M(r)−M
(r)
j ‖,

whereas it shows that for any s < d−1/2−t
n−1

, ‖M(s) − M
(s)
j ‖ . 2−js.
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So Theorem 2.1 shows that M(r) is s∗-compressible with s∗ ≥ d−t
n

or s∗ > d−t
n

when

d̃ ≥ d− 2t or d̃ > d− 2t, and that M(s) is s∗-compressible with s∗ ≥ d−t
n

or s∗ > d−t
n

when
d−t
n

≥ 1
2

or d−t
n
> 1

2
, and d̃ ≥ d− 2t.

In order to prove it, we start with bounding the individual entries of M.

Lemma 2.3. We have

|M
(r)
λ,λ′ | . 2−

∣

∣|λ|−|λ′|

∣

∣( n
2
+t+d̃), |M

(s)
λ,λ′| . 2−

∣

∣|λ|−|λ′|

∣

∣( n
2
+d−1−t),

for the latter estimate assuming that d̃ ≥ d− 2t.

Proof. Let |λ| ≥ |λ′|, |λ| > 0. By a transformation of coordinates, we can write

(2.4) (Lψλ′)(ψλ) =
∑

|α|,|β|≤t

∫

κ−1
λ (suppψλ)

ãα,β∂
α(ψλ′ ◦ κλ)∂

β(ψλ ◦ κλ),

for some smooth ãα,β depending on the coefficients aα,β and κλ. Since bounding the lower
order terms is easier, we consider a term of the right-hand side of (2.4) for arbitrary
|α| = |β| = t.

When d−1 ≤ 2t, select a γ ≤ β with |α+γ| = d−1 and so |β−γ| = 2t−(d−1). Using the
homogeneous Dirichlet boundary conditions for the case that suppψλ ∩ suppψλ′ ∩ ∂Ω 6= ∅,
integration by parts, vol(suppψλ) . 2−|λ|n, and (2.2) show that

|

∫

κ−1
λ (suppψλ)

ãα,β∂
α(ψλ′ ◦ κλ)∂

β(ψλ ◦ κλ)|

= |

∫

κ−1
λ (suppψλ)

(−1)|γ|∂γ(ãα,β∂
α(ψλ′ ◦ κλ))∂

β−γ(ψλ ◦ κλ)|

. 2−|λ|n2|λ
′|( n

2
+d−1−t)2|λ|(

n
2
+2t−(d−1)−t) = 2−(|λ|−|λ′|)( n

2
+d−1−t).

When d − 1 > 2t, by additionally using that the wavelets have d̃ ≥ d − 2t vanishing
moments, we obtain

|

∫

κ−1
λ (suppψλ)

· · · | = |

∫

κ−1
λ (suppψλ)

(−1)|β|∂β(ãα,β∂
α(ψλ′ ◦ κλ))(ψλ ◦ κλ)|

. 2−|λ|n inf
p∈Pd−2t−1

‖(−1)|β|∂β(ãα,β∂
α(ψλ′ ◦ κλ)) − p‖L∞(κ−1

λ (suppψλ))2
|λ|( n

2
−t)

. 2−|λ|n2−|λ|(d−1−2t)2|λ
′|( n

2
+d−1−t)2|λ|(

n
2
−t) = 2−(|λ|−|λ′|)( n

2
+d−1−t),

which completes the proof of the second estimate.

Finally, when suppψλ ⊂ Ξλ′,i′ for some 1 ≤ i′ ≤ m, i.e., when (Lψλ′)(ψλ) = M
(r)
λ,λ′ , using

(2.1) we find

|

∫

κ−1
λ (suppψλ)

· · · | . 2−|λ|n inf
p∈Pd̃−1

‖(−1)|β|∂β(ãα,β∂
α(ψλ′ ◦ κλ)) − p‖L∞(κ−1

λ (suppψλ))2
|λ|( n

2
−t)

. 2−|λ|n2−|λ|d̃2|λ
′|( n

2
+d̃+2t−t)2|λ|(

n
2
−t) = 2−(|λ|−|λ′|)( n

2
+t+d̃).

�
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Remark 2.4. Since ψλ′ ◦ κλ′ ∈ Qd−1, in the exponent of the upper bound h 2|λ′|( n
2
+|γ|−t)

for supx∈κ−1
λ (Ξλ′,i)

|∂γ(ψλ′ ◦ κλ)(x)| the term |γ| can be replaced by max(n(d− 1), |γ|). As a

consequence, for sufficiently large d̃, the last estimate from above proof, and so the upper

bound for M
(r)
λ,λ′ is not sharp for |λ′| > 0, in the sense that the bound is still valid when

multiplied with a certain positive power of 2−|λ′|. So the case |λ′| = 0 is the most difficult
one. This observation is valid for many estimates that will be derived in this paper.

Proof of Theorem 2.1. The locality of the wavelets shows that the number of nonzero en-

tries in each row of M
(r)
`,`′ := [M

(r)
λ,λ′ ]|λ|=`, |λ′|=`′ and column of M

(r)
`′,` is O(max{1, 2(`′−`)n}).

The piecewise smoothness of the wavelets shows that the number of nonzero entries in

each row of M
(s)
`,`′ := [M

(s)
λ,λ′]|λ|=`, |λ′|=`′ and column of M

(s)
`′,` is O(max{1, 2(`′−`)(n−1)}). The

definition of M
(r)
j and M

(s)
j shows that in each row and column they have O(2j) nonzero

entries.
Estimating ‖M

(r)
`,`′‖

2 and ‖M
(s)
`,`′‖

2 on the products of their maximal absolute row- and
column sums, taking into account Lemma 2.3, we find

‖M
(r)
`,`′‖

2 . 2|`
′−`|n2−|`′−`|( n

2
+t+d̃)2, ‖M

(s)
`,`′‖

2 . 2|`
′−`|(n−1)2−|`′−`|( n

2
+d−1−t)2.

By applying ‖M(r) −M
(r)
j ‖2 ≤ max`′

∑

{`:|`−`′|> j
n
} ‖M

(r)
`,`′‖ × max`

∑

{`′:|`−`′|> j
n
} ‖M

(r)
`,`′‖ and

‖M(s) − M
(s)
j ‖2 ≤ max`′

∑

{`:|`−`′|> j
n−1

} ‖M
(r)
`,`′‖ × max`

∑

{`′:|`−`′|> j
n−1

} ‖M
(r)
`,`′‖, the proof is

completed. �

3. Computability

The following lemma will be applied for Bj = M
(r)
j with k = n, and for Bj = M

(s)
j with

k = n− 1.

Lemma 3.1. For some fixed k ∈ N, and all j ∈ N0, let Bj = ((Bj)λ,λ′)λ,λ′∈Λ be a matrix
such that the number of possible nonzero entries in each row of (Bj)`,`′ := [(Bj)λ,λ′]|λ|=`, |λ′|=`′

and column of (Bj)`′,` is O(max{1, 2(`′−`)k}), and

(Bj)λ,λ′ = 0 when
∣

∣|λ| − |λ′|
∣

∣ > j
k
.

Let B∗
j be an approximation for Bj, zero on positions where Bj is known to be zero, and for

which the computation of (B∗
j)λ,λ′ takes O(Nj,λ,λ′) operations otherwise, where, for some

absolute constants r, q ≥ 0, r 6= q,

(3.1) |(Bj)λ,λ′ − (B∗
j)λ,λ′| . N−q

j,λ,λ′2
−

∣

∣|λ|−|λ′|

∣

∣(k/2+rk).

For some ρ ∈ (1, r/q) when r > q, and ρ ∈ (r/q, 1) when r < q, and θ ≤ min{1, ρ}, select

Nj,λ,λ′ h max

{

1, 2jθ−
∣

∣|λ|−|λ′|

∣

∣ρk

}

.
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Then the work for computing each column of B∗
j is O(2j), and

(3.2) ‖Bj − B∗
j‖ .

{

2−jqθ when r > q,
2−j(r+(θ−ρ)q) when r < q.

In particular, taking θ = min{1, ρ}, we have ‖Bj − B∗
j‖ . 2−jmin{q,r}.

Proof. The work per column (or row) is less than or equal to an absolute multiple of

j/k
∑

m=0

2mk max
{

1, 2jθ−mρk
}

h 2j + 2jθ
j/k
∑

m=0

2mk(1−ρ) h 2j + 2jθ max{1, 2j(1−ρ)} h 2j,

because of θ ≤ min{1, ρ}.
By bounding the squared norm of (Ej)`,`′ = (Bj)`,`′ − [(B∗

j)λ,λ′]|λ|=`, |λ′|=`′ on the product
of its maximal absolute row- and column sum, taking into account the number of non-zero
entries in each row and column, (3.1), and the selection of Nj,λ,λ′, we find that

‖Ej,`,`′‖ . (1 · 2|`−`
′|k)

1
2 (2jθ−|`−`′|ρk)−q2−|`−`′|(k/2+rk) = 2−jθq2−|`−`′|k(r−ρq).

By bounding ‖Bj −B∗
j‖

2 on max`′
∑

{`:|`−`′|≤ j
k
} ‖(Ej)`,`′‖× max`

∑

{`′:|`−`′|≤ j
k
} ‖(Ej)`,`′‖, we

arrive at (3.2). �

Remark 3.2. For r = q, one easily infers that one can compute a B∗
j taking O(2j) operations

per column, with for any ε > 0, ‖Bj − B∗
j‖ . 2−j(min{q,r}−ε).

Now we come to the task of approximately computing the entries of M
(r)
j and M

(s)
j . We

will exclusively apply composite quadrature rules of variable rank N ∈ N, depending on j
and

∣

∣|λ| − |λ′|
∣

∣, but fixed order p ∈ N, on n-cubes aligned with the Cartesian coordinates.
That is, we subdivide the n-cube under consideration into N equal subcubes, and, on each
of these subcubes �, we apply a quadrature rule that is exact on Qp−1(�). We assume that
this rule is internal, i.e., that all abscissae are in the closure of the subcube, and that it is
uniformly stable, i.e., that the sum of the absolute values of the weights can be bounded
by an absolute multiple of the volume of the subcube. Finally, having a fixed p, we can
assume that the total number of abscissae is O(N).

Without loss of generality, in the remainder of this section and in the next section we
assume that

|λ| ≥ |λ′| .

For notational convenience, and, in view of (2.4), without loss of generality, we will assume

that κλ = id , so that

(3.3) Mλ,λ′ =

m
∑

i=1

∑

|α|,|β|≤t

∫

Ξλ,i

aα,β∂
αψλ′∂

βψλ,

each Ξλ,i being an n-cube aligned with the Cartesian coordinates, and ψλ|Ξλ,i
∈ Qd−1 .

We first consider the task of approximating the entries of M
(r)
j .



DIFFERENTIAL OPERATORS IN AGGREGATED WAVELET FRAME COORDINATES 11

Figure 2. suppψλ ⊂ Ξλ′,i′, i.e., an entry of M(r).

Proposition 3.3. Let suppψλ ⊂ Ξλ′,i′ for some 1 ≤ i′ ≤ m, see Figure 2 for an illustra-

tion. Let M
(r),∗
λ,λ′ be the result of the application of a composite rule of rank N and order p

applied to each of the integrals from (3.3). Then

|M
(r)
λ,λ′ − M

(r),∗
λ,λ′ | . N−p/n2−(|λ|−|λ′|)(n/2+p−d+1).

Proof. Although this proof can already be found in [GS06a], for convenience we recall it
here. It is sufficient to consider one integral

∫

Ξλ,i
aα,β∂

αψλ′∂
βψλ. Using that each of the

N subcubes of Ξλ,i has diameter . 2−|λ|N−1/n, and thus volume . 2−|λ|nN−1, standard
estimates show that the quadrature error can be bounded by an absolute multiple of

∑

�

2−|λ|nN−1(2−|λ|N−1/n)p max
1≤k≤n

‖∂pk(aα,β∂
αψλ′∂

βψλ)‖L∞(�),

where � runs over the N subcubes. In order to bound ‖∂ukaα,β∂
v
k∂

αψλ′∂
w
k ∂

βψλ‖L∞(�) for
any u+ v+w = p, since aα,β is smooth, |λ| ≥ |λ′|, and ∂wk ∂

βψλ vanishes when βk +w ≥ d,
by invoking the bound (2.1) on the partial derivatives of ψλ′ and ψλ we see that the worst
case occurs when u = 0, βk + w = rk := min{d − 1, βk + p}, and thus v = p − rk + βk,
yielding

‖∂pk
(

aα,β∂
αψλ′∂

βψλ
)

‖L∞(�) . 2|λ
′|(|α|+p−rk+βk+n/2−t)2|λ|(|β|+rk−βk+n/2−t)

≤ 2|λ
′|(p−d+1+|α|+n/2−t)2|λ|(|β|+d−1+n/2−t),(3.4)

where we used that 2(|λ|−|λ′|)(rk−βk) ≤ 2(|λ|−|λ′|)(d−1), that is sharp when βk = 0 and p ≥ d−1.
Upon applying that |α|, |β| ≤ t, and using that the number of the subcubes is N , the proof
is completed. �

Remark 3.4. In above proof, the worst case occurs when βk = 0 and |β| = t. For n = 1
and t > 0, both equalities cannot hold simultaneously. One may verify that for n = 1, the
upper bound from Proposition 3.3 can be sharpened to N−p2−(|λ|−|λ′|)(3/2+p+t−d).

Corollary 3.5. Let d̃ > d−2t and p > 2d−t−1, then M(r) is s∗-computable with s∗ > d−t
n

.

Proof. Recall that the number of nonzero entries in each row of M
(r)
`,`′ and column of M

(r)
`′,`

is O(max{1, 2(`′−`)n}). Using Proposition 3.3, an application of Lemma 3.1 for k = n yields

a matrix M
(r),∗
j , for which the computation of each column takes O(2j) operations, and for
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Figure 3. suppψλ 6⊂ Ξλ′,i′ for any 1 ≤ i′ ≤ m, i.e., an entry of M(s), but
Ξλ,i ⊂ Ξλ′,i′(i) for any i.

which ‖M
(r)
j −M

(r),∗
j ‖ . 2−j(

p−d+1
n ) when d > 1, and ‖M

(r)
j −M

(r),∗
j ‖ . 2−j(

p−d+1
n

−ε) for any

ε > 0 otherwise (cf. Remark 3.2). Using that ‖M(r) − M
(r)
j ‖ . 2

−j
“

t+d̃
n

”

by Theorem 2.1,
the proof is completed. �

Next we consider the approximation of the non-zero entries Mλ,λ′ of M
(s)
j . Note that for

these entries, suppψλ will have a non-empty intersection with the singular support of ψλ′ .
As a consequence, for p too small, generally the decay of the quadrature error will not be

as fast as function of the rank N → ∞ or
∣

∣|λ| − |λ′|
∣

∣ → ∞ as with the entries of M
(r)
j .

However, since the number of non-zero entries in M
(s)
`,`′ increases less fast as function of

|`− `′| → ∞ as that in M
(r)
`,`′, as shown in Lemma 3.1, this effect can be compensated by

investing some more work in their computation without increasing the overall complexity.

Remark 3.6. Let (λ, λ′) correspond to a non-zero entry of M(s), i.e., suppψλ 6⊂ Ξλ′,i′ for
any 1 ≤ i′ ≤ m, but such that for all 1 ≤ i ≤ m there exists an 1 ≤ i′(i) ≤ m with
Ξλ,i ⊂ Ξλ′,i′(i), meaning that sing suppψλ′ ∩ suppψλ ⊂ sing suppψλ, see Figure 3. Then it
is obvious that the bound of the quadrature error from Proposition 3.3 is still valid. This
situation occurs when ψλ′ and ψλ are piecewise smooth with respect to partitions that are
nested as function of the level, e.g., in the case of an aggregated wavelet frame, when ψλ′
and ψλ are wavelets lifted by the same parametric mapping. In order not to complicate
our exposition, in the following we will ignore this fact, and use also for such entries the
less favourable bound on the quadrature error from the following proposition.

Proposition 3.7. Let M∗
λ,λ′ be the result of the application of a composite rule of rank N

and order p applied to each of the integrals from (3.3). Then

|Mλ,λ′ − M∗
λ,λ′ | . N−p/n2−(|λ|−|λ′|)(n/2+p−d+1) +N−(d−t)/n2−(|λ|−|λ′|)(n/2+d−1−t),

which is valid without any assumption on the location of sing suppψλ.

Note that the first term in the upper bound is equal to the bound given in Proposition 3.3.

Proof. As in the proof of Proposition 3.3, we have to consider only one integral
∫

Ξλ,i
aα,β∂

αψλ′∂
βψλ,

where it is now sufficient to consider the hard case that Ξλ,i ∩ sing suppψλ′ 6= ∅. Let us
denote with Vλ,i,λ′ the set of n-cubes � in the quadrature mesh on Ξλ,i on which ψλ′ is not
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Figure 4. Set Vλ,i,λ′ of subcubes in the quadrature mesh on Ξλ,i on which
ψλ′ is not arbitrarily smooth.

arbitrarily smooth, see Figure 4. Using that ∂αψλ′ ∈ W
d−1−|α|
∞ (Ω), in particular using the

bound (2.2), for any � ∈ Vλ,i,λ′ its Taylor polynomial q ∈ Pd−2−|α| of order d− 1 − |α| at
some point in y ∈ �, with q := 0 when d− 1 − |α| = 0, satisfies

‖∂αψλ′ − q‖L∞(�) . (N−1/n2−|λ|)d−1−|α|‖∂αψλ′‖W d−1−|α|
∞ (�)

. N−(d−1−|α|)/n2−|λ|(d−1−|α|)2|λ
′|(d−1+n/2−t).

Furthermore, by using the bounds for ‖∂ζ+αψλ′‖L∞(Ω) for |ζ| ≤ d − 2 − |α|, we infer that

for any η ∈ N
n
0 , for |x− y| . 2−|λ′|, so in particular for x ∈ �, we have

(3.5) |∂ηq(x)| . 2|λ
′|(|α|+|η|+n/2−t).

Note that this bound on ‖∂ηq‖L∞(�) is equal to that on ‖∂η+αψλ′‖L∞(�) from (2.1) in case
� 6∈ Vλ,i,λ′.

Let us now think of the composite quadrature rule as being applied to the integrand
aα,β∂

αψλ′∂
βψλ with, on any � ∈ Vλ,i,λ′, the factor ∂αψλ′ being replaced by the correspond-

ing q. Since the fact that generally the modified integrand is discontinuous over interfaces
between different n-cubes in the quadrature mesh does not effect the error of the composite
quadrature rule, using (3.5) the proof of Proposition 3.3 shows that this quadrature error
can be bounded by an absolute multiple of

(3.6) N−p/n2−(|λ|−|λ′|)(n/2+p−d+1).
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To bound the total error we have to add the sum over � ∈ Vλ,i,λ′ of bounds for the error
of the quadrature rule on � with integrand aα,β(∂

αψλ′ − q)∂
βψλ. On each of such a �, this

error can be bounded by an absolute multiple of

vol(�)‖aα,β(∂
αψλ′ − q)∂βψλ‖L∞(�)

. (N−1/n2−|λ|)nN−(d−1−|α|)/n2−|λ|(d−1−|α|)2|λ
′|(d−1+n/2−t)2|λ|(|β|+n/2−t)

. N−1−(d−1−t)/n2−(|λ|−|λ′|)(n/2+d−1−t),(3.7)

the last inequality being sharp for |α| = |β| = t. Since #Vλ,i,λ′ . N (n−1)/n, we find that
the additional error can be bounded by an absolute multiple of

N−(d−t)/n2−(|λ|−|λ′|)(n/2+d−1−t).

which completes the proof. �

Remark 3.8. One might wonder why for � ∈ Vλ,i,λ′ we wrote aα,β∂
αψλ′∂

βψλ = aα,βq∂
βψλ+

aα,β(∂
αψλ′ − q)∂βψλ, and estimated the quadrature error for both terms separately. In-

deed, using aα,β∂
αψλ′∂

βψλ ∈ W
d−1−|α|
∞ (�), alternatively one can apply a standard error

estimate for a quadrature rule of order min{d − 1 − |α|, p} applied to this integrand.
Invoking the bounds on the partial derivatives of ψλ and ψλ′ , however, one would end
up with a bound on the quadrature error as in Proposition 3.7 with the second term
N−(d−t)/n2−(|λ|−|λ′|)(n/2+d−1−t) replaced by N−(d−t)/n2−(|λ|−|λ′|)n/2.

Corollary 3.9. Let p ≥ max{d − t, 2d − 2 − t}, d−t
n

> 1
2

and d̃ ≥ d − 2t. Then M(s) is

s∗-computable with s∗ = d−t
n

.

Proof. Recall that the number of nonzero entries in each row of M
(s)
`,`′ and column of M

(s)
`′,`

is O(max{1, 2(`′−`)(n−1)}). The condition p ≥ max{d − t, 2d − 2 − t} shows that in the
bound from Proposition 3.7 the first term is never larger than the second one, that can

be written as N−(d−t)/n2−(|λ|−|λ′|)((n−1)/2+ d−1/2−t
n−1

(n−1)). The condition d−t
n

> 1
2

shows that
d−1/2−t
n−1

> (d−t)
n

, and so an application of Lemma 3.1 for k = n− 1 yields a matrix M
(s),∗
j ,

for which the computation of each column takes O(2j) operations, and for which ‖M
(s)
j −

M
(s),∗
j ‖ . 2−j(

d−t
n ). Using that by d−t

n
≥ 1

2
and d̃ ≥ d − 2t, ‖M(s) − M

(s)
j ‖ . 2−j(

d−t
n ) by

Theorem 2.1, the proof is completed. �

Above result is not fully satisfactory, since actually we need s∗ > d−t
n

. For s∗ = d−t
n

,
generally the adaptive frame algorithms can only be shown to be optimal up to some log

factors. Below, we reconsider the task of approximately computing the entries of M
(s)
j . For

η ≤ α, |β| + |η| ≤ d− 1, integration by parts shows that

(3.8)

∫

Ω

aαβ∂
αψλ′∂

βψλ = (−1)|η|
m

∑

i=1

∫

Ξλ,i

∂α−ηψλ′∂
η(aα,β∂

βψλ),

so that alternatively one can apply the composite quadrature rule to each term on the
right-hand side, with the advantage that ∂α−ηψλ′ is smoother than ∂αψλ′ . We will consider
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this approach for the largest possible η, i.e., |η| = min{|α|, d− 1− |β|}. Formula (3.4) now
reads as

‖∂pk
(

∂α−ηψλ′∂
η(aα,β∂

βψλ)
)

‖L∞(�) . 2|λ
′|(p−d+1+|α|−|η|+n/2−t)2|λ|(|β|+|η|+d−1+n/2−t),

which is sharp when βk = ηk = 0 and p ≥ d − 1. As in the proof of Proposition 3.7, for
each � ∈ Vλ,i,λ′, let us think of ∂α−ηψλ′ being replaced by a Taylor polynomial q of order
d − 1 − |α − η|, with q = 0 when d− 1 − |α − η| = 0. Then the quadrature error can be
bounded by some absolute multiple of

∑

�

2−|λ|nN−1(2−|λ|N−1/n)p2|λ
′|(p−d+1+|α|−|η|+n/2−t)2|λ|(|β|+|η|+d−1+n/2−t)

≤ N−p/n2−(|λ|−|λ′|)(n/2+p−d+1−min{t,d−1−t}),

with the last inequality being sharp when |α| = |β| = t.
Instead of (3.7), for each � ∈ Vλ,i,λ′ we get

vol(�)‖(∂α−ηψλ′ − q)∂η(aα,β∂
βψλ)‖L∞(�)

. (N−1/n2−|λ|)nN−(d−1−|α|+|η|)/n2−|λ|(d−1−|α|+|η|)2|λ
′|(d−1+n/2−t)2|λ|(|β|+|η|+n/2−t)

. N−1−(d−1−t+min{t,d−1−t})/n2−(|λ|−|λ′|)(d−1+n/2−t),

with the last inequality being sharp for |α| = |β| = t. So, using #Vλ,i,λ′ . N (n−1)/n, the
additional error can be bounded by an absolute multiple of

N−(d−t+min{t,d−1−t})/n2−(|λ|−|λ′|)(n/2+d−1−t),

and we have arrived at the following result:

Proposition 3.10. Let M∗
λ,λ′ be the result of the application of a composite rule of rank

N and order p applied to each of the integrals from (3.8) for each |α|, |β| ≤ t, where for
each of these integrals the largest possible η is taken. Then

|Mλ,λ′ − M∗
λ,λ′| .N−p/n2−(|λ|−|λ′|)(n/2+p−d+1−min{t,d−1−t})

+N−(d−t+min{t,d−1−t})/n2−(|λ|−|λ′|)(n/2+d−1−t),

which is valid without any assumption on the location of sing suppψλ. (The terms in the
exponents within frames indicate the differences to the bound from Proposition 3.7.)

Corollary 3.11. Let p ≥ 2d − 2 − t + min{t, d − 1 − t}, d−t
n

> 1
2
, d − 1 > t > 0 and

d̃ ≥ d− 2t. Then M(s) is s∗-computable for some s∗ > d−t
n

.

Proof. The number of nonzero entries in each row of M
(s)
`,`′ and column of M

(s)
`′,` is O(max{1, 2(`′−`)(n−1)}).

The conditions p ≥ 2d− 2 − t + min{t, d− 1 − t}, and d− 1 > t > 0 that implies d ≥ 2,
show that in the bound from Proposition 3.10 the first term is never larger than the sec-

ond one, that can be written as N−(d−t+min{t,d−1−t})/n2−(|λ|−|λ′|)((n−1)/2+
d−1/2−t

n−1
(n−1)). The

condition d−t
n
> 1

2
shows that r := d−1/2−t

n−1
> d−t

n
, and the conditions t > 0 and d− 1 > t
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show that min{t, d − 1 − t} > 0 and thus that q := d−t+min{t,d−1−t}
n

> d−t
n

. So an ap-

plication of Lemma 3.1 for k = n − 1 yields a matrix M
(s),∗
j , for which the computation

of each column takes O(2j) operations, and for which ‖M
(s)
j − M

(s),∗
j ‖ . 2−jmin{q,r}, or

‖M
(s)
j − M

(s),∗
j ‖ . 2−j(min{q,r})−ε for any ε > 0 in case q = r (see Remark 3.2). Using that

by d̃ ≥ d − 2t, ‖M(s) − M
(s)
j ‖ . 2−j(

d−1/2−t
n−1 ) by Theorem 2.1, and d−1/2−t

n−1
> d−t

n
by the

assumption that d−t
n
> 1

2
, the proof is completed. �

Concluding we can say that under the conditions of Corollary 3.5 and 3.9, M is s∗-
computable with s∗ ≥ d−t

n
, and that under the conditions of Corollary 3.5 and 3.11, it is is

s∗-computable with s∗ > d−t
n

. Corollary 3.11 requires that t > 0 and d− 1 > t, the latter
meaning that lowest possible order spline wavelets are not covered.

The underlying quadrature scheme consists of the application of a simple composite
quadrature rule of fixed order p, and a suitably chosen rank N on the integral in the
parameter space of the wavelet that has the highest level of the two involved in an entry.
The rank N depends on j, i.e., on the total number of operations one is prepared to spend
on the computation of each column of the approximate stiffness matrix, on the difference in
levels of the wavelets involved, and on whether the support of the wavelet on the higher level
intersects the singular support of the wavelet on the lower level or not. Fully satisfactory
results are only obtained, when in the first, singular case, quadrature is applied after first
applying an integration by parts.

For that case, even more favourable bounds, possibly leading to better quantitative be-
haviour of the adaptive frame scheme, could be obtained by applying adaptive quadrature,
in the sense that subcubes that intersect the singular support could be more refined than
those that do not (cf. Figure 4). On the latter subcubes, instead of h-refinement also
p-refinement could be considered. These modifications would require more programming
efforts though.

We apply fixed order composite quadrature rules mainly because of the approximation
of the singular entries of M, i.e, the entries of M(s), and because of the ease with which
they can be adjusted to give approximations within any prescribed tolerance. Numerical
experiments learned us that when applied to regular entries their error decreases much
faster as function of the difference in levels of the wavelets involved than predicted by
the bound of Proposition 3.3. Although for our goal of proving optimal computational
complexity of adaptive frame algorithms this bound was satisfactory, in view of the quan-
titative behaviour it is interesting to derive a more accurate bound. This will be the topic
of the next section.

4. The regular case revisited

All quadrature error bounds derived so far were obtained by summing over 1 ≤ i ≤ m
bounds for quadrature errors in approximating integrals over the individual Ξλ,i, being the
regions restricted to which ψλ is in Qd−1. The fact that ψλ is a wavelet, i.e., that it has
vanishing moments did not play any role. In this section, we will see that also for bounding
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quadrature errors the vanishing moments can be exploited. Although for relatively large d
and d̃ compared to p, also for entries of M(s) better bounds can be obtained, for simplicity
here we consider only entries of M(r) (actually, we will even exclude some of these entries
from our considerations, see below).

In order to simplify our analysis we make the following observation. By a scaling of the in-
tegration domain,

∫

aα,β(x)∂
α
xψλ′(x)∂

β
xψλ(x)dx can be written as

∫

âα,β(y)∂
α
y ψ̂λ′(y)∂

β
y ψ̂λ(y)dy,

where âα,β(y) = aα,β(2
−|λ′|y), and where ψ̂λ′ and ψ̂λ have all the properties of a wavelet on

level 0 and |λ| − |λ′|, respectively. In the same way, a composite quadrature rule of rank
N and order p to approximate

∫

Ξλ,i
aα,β(x)∂

α
xψλ′(x)∂

β
xψλ(x)dx can be transformed to such

a rule to approximate
∫

2|λ
′|Ξλ,i

âα,β(y)∂
α
y ψ̂λ′(y)∂

β
y ψ̂λ(y)dy. In other words, if for |λ′| = 0

we can prove an upper bound for the quadrature error in approximating M
(r)
λ,λ′ of type

h N−q2−|λ|r, then we have shown an upper bound of type h N−q2−(|λ|−|λ′|)r for general
|λ| ≥ |λ′|. (Since qualitatively, âα,β becomes increasingly smooth with increasing |λ′|, as
in Remark 2.4 we see that the case |λ′| = 0 is actually the most demanding one). Since for

any non-zero entry M
(r)
λ,λ′ , ψλ′ is infinitely smooth on suppψλ, it is even sufficient to prove

an upper bound of type h N−q2−|λ|r for the quadrature error in approximating an integral
∫

g∂βψλ where g ∈ C∞. This is what we are going to do in the following.
The usual way wavelets are constructed on the n-cube is by taking tensor products of

univariate wavelets and scaling functions. In order to obtain the best possible estimates
we will exploit this fact. We start with considering the univariate case n = 1.

So we consider ψλ to be a univariate spline wavelet with d̃ vanishing moments and of
order d ≥ t+ 1 with respect to a subdivision of [0, 1] into subintervals, that in this section
are assumed to have equal length h = h|λ| h 2−|λ|. Since the wavelets satisfy homogeneous
Dirichlet boundary conditions of order t− 1, for β ≤ t integration by parts shows that the

β-th derivative ψ
(β)
λ has d̃+ β vanishing moments.

From now on, we will only consider those ψλ that satisfy homogeneous Dirichlet boundary
conditions of the maximal possible order d− 2, which in case d > t + 1 is not satisfied by
each wavelet whose support has non-empty intersection with ∂Ω. For such wavelets, there
exist scalars a` = a`,λ,β such that

ψ
(β)
λ =

∑

`∈Z

a`ζ(· + `h),

where ζ is the cardinal B-spline of order d − β with knot distance h. The number of
non-zero a` is bounded, uniformly in λ.

Lemma 4.1. For any q ∈ Pd−β−1,
∑

i∈Z
q(· + ih)ζ(· + ih) ∈ P0, and

∑

i∈Z
ζ(· + ih) = 1.

Remark 4.2. For comparison, using [Coh00, Theorem 2.8.1] one infers that a general com-
pactly supported ζ ∈ L1 with

∫

R
ζ 6= 0 satisfies the Strang-Fix conditions of order d−β−1

(implying that the shift invariant space generated by ζ contains Pd−β−1) if and only if
∑

i∈Z
(· + ih)kζ(· + ih) ∈ Pk−1 for k = 1, . . . , d− β − 1, and 0 6=

∑

i∈Z
ζ(· + ih) ∈ P0.
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Proof. It is sufficient to give the proof for h = 1. With ζk denoting the B-spline of order
k, ζ1 is the characteristic function of [0, 1], and for k > 1,

(4.1) ζk(x) = x
k−1

ζk−1(x) + (1 − x−1
k−1

)ζk−1(x− 1).

For k = d− β = 1, both statements of the lemma are obviously true. Assume that both
statements are true for some k − 1 = d− β ≥ 1. Using (4.1), we find that

∑

i∈Z

q(x+ i)ζk(x+ i) =
∑

i∈Z

[

q(x+ i) x+i
k−1

+ q(x+ i + 1)(1 − x+i
k−1

)
]

ζk−1(x+ i),

and so in particular
∑

i∈Z
ζk(x + i) =

∑

i∈Z
ζk−1(x + i) = 1. Substituting q(x) = xr for

r ∈ N, we have

(x + i)r x+i
k−1

+ (x+ i + 1)r(1 − x+i
k−1

) = (x+i)r+1

k−1
+

r
∑

`=0

(

r

`

)

(x+ i)` − 1
k−1

r
∑

`=0

(

r

`

)

(x+ i)`+1

=
r

∑

`=0

(

r

`

)

(x + i)` − 1
k−1

r−1
∑

`=0

(

r

`

)

(x+ i)`+1 ∈ Pr,

where in particular for r = k − 1,

(x + i)k−1 x+i
k−1

+ (x+i+ 1)k−1(1 − x+i
k−1

)

=

k−1
∑

`=0

(

k−1

`

)

(x+ i)` − 1
k−1

k−2
∑

`=0

(

k−1

`

)

(x+ i)`+1

=
k−2
∑

`=0

(

k−1

`

)

(x+ i)` − 1
k−1

k−3
∑

`=0

(

r

`

)

(x + i)`+1 ∈ Pk−2.

We conclude that for any q ∈ Pk−1,
∑

i∈Z
q(·+ i)ζk(·+ i) =

∑

i∈Z
q̃(·+ i)ζk−1(·+ i) for some

q̃ ∈ Pk−2, which completes the proof by the induction hypothesis. �

Thanks to the fact that ψ
(β)
λ has d̃+ β vanishing moments we have the following result.

Lemma 4.3.
∑

`∈Z
a`q(`) = 0 for any q ∈ Pd̃+β−1.

Proof. Without loss of generality we take h = 1, and drop λ from the notations. We have

∑

i∈Z

ψ(β)(x+ i) =
∑

i∈Z

∑

`∈Z

a`ζ(x+ i+ `) =
∑

`∈Z

a`
∑

i∈Z

ζ(x+ i+ `) =
∑

`∈Z

a`
∑

i∈Z

ζ(x+ i),

so that 0 =
∫

R
ψ(β)(x)dx =

∫ 1

0

∑

i∈Z
ψ(β)(x + i)dx together with

∑

i∈Z
ζ(· + ih) = 1 6= 0

implies
∑

`∈Z
a` = 0.
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Now suppose that the statement of the lemma is valid for any q ∈ Pd̃+β−2. Then writing

(x + i)d̃+β−1 =
∑d̃+β−1

k=0

(

d̃+β−1

k

)

(−`)k(x + i+ `)d̃+β−1−k, we have

∑

i∈Z

(x + i)d̃+β−1ψ(β)(x + i) =

d̃+β−1
∑

k=0

(

d̃+β−1

k

)

∑

`∈Z

a`(−`)
k
∑

i∈Z

(x + i+ `)d̃+β−1−kζ(x+ i+ `)

=

d̃+β−1
∑

k=0

(

d̃+β−1

k

)

∑

`∈Z

a`(−`)
k
∑

i∈Z

(x + i)d̃+β−1−kζ(x+ i)(4.2)

=
∑

`∈Z

a`(−`)
d̃+β−1

∑

i∈Z

ζ(x+ i),

so that 0 =
∫ 1

0

∑

i∈Z
(x+ i)d̃+β−1ψ(β)(x+ i)dx together with

∑

i∈Z
ζ(·+ ih) = 1 6= 0 implies

∑

`∈Z
a``

d̃+β−1 = 0, with that completing the proof. �

Remark 4.4. Above proof confirms the known fact that
∑

`∈Z
a`q(`) = 0 for any q ∈ Pd̃+β−1

is also a sufficient condition for ψ
(β)
λ to have d̃+ β vanishing moments.

To approximately compute
∫

R
gψ

(β)
λ , it is written as

∑

i∈Z

∫ (i+1)h

ih
gψ

(β)
λ , and the individual

integrals over the intervals [ih, (i + 1)h] are approximated by composite quadrature rules
of order p > 0 and rank N , which in this section are assumed to be shift invariant, i.e., of

type
∑N

j=1 wjg(xj + ih)ψ
(β)
λ (xj + ih) with wj and xj independent of i. For the resulting

approximation for
∫

R
gψ

(β)
λ we have the following result.

Proposition 4.5. For any polynomial q of degree less or equal to d̃+max(d−1, p−d+2β),

∑

i∈Z

N
∑

j=1

wjq(xj + ih)ψ
(β)
λ (xj + ih) =

∫

R

qψ
(β)
λ .

Proof. Again, without loss of generality we take h = 1, and drop λ from the notations.
We write

∫

R
qψ(β) and the quadrature approximation as

∫ 1

0

∑

i∈Z
q(x+ i)ψ(β)(x+ i)dx and

∑N
j=1wj

∑

i∈Z
q(xj + i)ψ(β)(xj + i), respectively. For r ∈ N, as in (4.2) we have

∑

i∈Z

(x + i)rψ(β)(x+ i) =
r

∑

k=0

(

r

k

)

∑

`∈Z

a`(−`)
k
∑

i∈Z

(x + i)r−kζ(x+ i)

=
r

∑

k=d̃+β

(

r

k

)

∑

`∈Z

a`(−`)
k
∑

i∈Z

(x+ i)r−kζ(x+ i)

=

r−d̃−β
∑

m=0

(

r

m

)

∑

`∈Z

a`(−`)
r−m

∑

i∈Z

(x+ i)mζ(x+ i),
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where the second equality follows from Lemma 4.3. For r ≤ d̃ + max(d − 1, p − d + 2β),

i.e., r− d̃−β ≤ max(d−β−1, p−d+β), the last expression is either a constant thanks to
Lemma 4.1, or, since ζ ∈ Pd−β−1, it is a polynomial of degree less or equal to p− 1. Since
in any case p > 0, in both cases the quadrature approximation is exact. �

So the order of exactness of the quadrature rule is an increasing function of d̃, and a
non-decreasing, and eventually increasing function of both d and p. It is remarkable that
even for p = 1, the rule is already exact for any polynomial of degree d̃ + d − 1. On the
other hand it is fair to say that the required number of function evaluations grows with p,
d and d̃. E.g. thinking of N = 1, a p

2
-point Gauss rule being of order p, and ψλ being a

biorthogonal spline wavelet of order d with d̃ vanishing moments as introduced in [CDF92]

whose support extends to 2(d+ d̃−1) intervals of type [ih, (i+1)h], this number of function

evaluations is p(d+ d̃− 1).

An alternative way to approximate
∫

R
gψ

(β)
λ for smooth g has been analyzed in [BBD+02].

After splitting the integral into
∫

R
g(ψ

(β)
λ + C) − C

∫

R
gψ

(β)
λ for some constant C with

ψ
(β)
λ + C ≥ 0, both integrals were approximated by Gauss quadrature, the first using

ψ
(β)
λ +C as weight function. In this way exactness of order p is obtained at the expense of

only 2 ∗ p/2 = p function evaluations. Of course additional work is required in setting up
this Gauss rule.

Proposition 4.6. |
∫

R
gψ

(β)
λ | . 2−|λ|( 1

2
+t+d̃)|g|

W d̃+β
∞

and

|

∫

R

gψ
(β)
λ −

∑

i∈Z

N
∑

j=1

wjg(xj + ih)ψ
(β)
λ (xj + ih)|

. N−p2−|λ|( 1
2
+t+d̃+max(d−β,p+β+1−d))‖g‖

W
max(p,d̃+max(d−1,p−d+2β)+1)
∞

.

Proof. Since ψ
(β)
λ has d̃+ β vanishing moments, using (2.1) we have

|

∫

R

gψ
(β)
λ | . vol(suppψλ)‖ψ

(β)
λ ‖L∞diam(suppψλ)

d̃+β|g|
W d̃+β

∞

. 2−|λ|2|λ|(
1
2
+β−t)2−|λ|(d̃+β)|g|

W d̃+β
∞

.

Similarly to the proof of Proposition 3.3, but now using the fact that by Proposition 4.5
we may subtract from g say its Taylor polynomial q of orderm := d̃+max(d−1, p−d+2β)+1
around some point in suppψλ, the quadrature error can be bounded on some multiple of

N2−|λ|N−1(2−|λ|N−1)p|(g − q)ψ
(β)
λ |W p

∞

. 2−|λ|(p+1)N−p max
0≤`≤d−1−β

‖ψ
(β+`)
λ ‖L∞|g − q|W p−`

∞

. 2−|λ|(p+1)N−p max
0≤`≤d−1−β

2|λ|(
1
2
+β+`−t)2−|λ|max(0,m−p+`)|g|

W
max(0,m−p+`)+p−`
∞

. 2−|λ|(p+1)N−p2|λ|(d−
1
2
−t)2−|λ|(m−p+d−1−β)‖g‖

W
max(p,m)
∞

,
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where we used ψλ ∈ Pd−1, (2.1), and that m − p + d − 1 − β ≥ 0 by d̃ + β ≥ 0. By
substituting the expression for m, the proof is completed. �

Returning to the multivariate setting, we consider wavelets ψλ of the following type

ψλ = ξλ1 ⊗ · · · ⊗ ξλn,

where |λ1| = · · · = |λn| = |λ|, and for 1 ≤ ` ≤ n, ξλ`
is either a univariate wavelet ψλ`

of the

type we studied in this section, except that for γ ≤ d−1 it satisfies ‖ψλ`
‖W γ

∞
. 2|λ`|(

1
2
+γ− t

n
)

instead of ‖ψλ`
‖W γ

∞
. 2|λ`|(

1
2
+γ−t), or such a function without vanishing moments, i.e., a

univariate scaling function, where at least one of the factors ξλ1 , . . . , ξλn is a wavelet. Note
that the scaling of an L2-orthonormalized wavelet ψλ with a factor 2−|λ|t to give it an
“energy-norm” of order 1 is independent of the space dimension n. Here, we distributed
this scaling evenly over the factors. Furthermore, note that above assumption on the
multivariate wavelet means that it satisfies homogeneous Dirichlet boundary conditions of
the maximal order d − 2, meaning that for d − 1 > t we exclude some wavelets that are
mapped onto the physical boundary ∂Ω.

To approximate
∫

Rn g∂
βψλ for |β| ≤ t, we apply the product of the quadrature rules for

the univariate integrals in the coordinate directions, i.e., sums of shift invariant composite
rules of order p over the subintervals on which the univariate wavelet or scaling function is

polynomial. So denoting Iλ`,β`
(g) =

∫

R
gξ

(β`)
λ`

and Qλ`,β`,M(g) its quadrature approximation

using rank M , given N ∈ N
n we approximate

∫

Rn g∂
βψλ = (Iλ1,β1 ⊗ · · · ⊗ Iλn,βn)(g) by

(Qλ1,β1,N1/n ⊗ · · · ⊗Qλn,βn,N1/n)(g). Note that the total number of abscissae is h N .

Proposition 4.7. We have

|(Iλ1,β1 ⊗ · · · ⊗ Iλn,βn −Qλ1,β1,N1/n ⊗ · · · ⊗Qλn,βn,N1/n)(g)| .

N−p/n2−|λ|( n
2
+t+d̃+min1≤`≤n max(d−β`,p+β`+1−d)) max

{γ:γ`≤max(p,d̃+max(d−1,p−d+2β`)+1)}
‖∂γg‖L∞(Rn).

Proof. It is sufficient to consider the case that ξλ1 is a wavelet and, since the other cases give
never worse bounds, the other factors are scaling functions. With obvious simplifications
of the notations, Proposition 4.6 (with N , t reading as N 1/n, t/n) shows that for k = 1,

|(I1 ⊗ · · · ⊗ Ik −Q1 ⊗ · · · ⊗Qk)(g)| .

N−p/n2−|λ|(k( 1
2
+ t

n
)+d̃+max(d−β1,p+β1+1−d)) max

{γ:γ`≤max(p,d̃+max(d−1,p−d+2β`)+1), 1≤`≤k}
‖∂γg‖L∞(Rk).

For k > 1, we write

I1 ⊗ · · · ⊗ Ik −Q1 ⊗ · · · ⊗Qk =

(I1 ⊗ · · · ⊗ Ik−1 −Q1 ⊗ · · · ⊗Qk−1) ⊗Qk + I1 ⊗ · · · ⊗ Ik−1 ⊗ (Ik −Qk).
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From

|(Ik − (Ik −Qk))(g)| . 2−|λ|( 1
2
+ t

n
)‖g‖

W
max(p,d̃+max(d−1,p−d+2βk)+1)
∞ (R)

,

|(Ik −Qk)(g)| . N−p/n2−|λ|( 1
2
+t+max(d−βk,p+βk+1−d))‖g‖

W
max(p,max(d−1,p−d+2βk)+1)
∞ (R)

,

|(I1 ⊗ · · · ⊗ Ik−1)(g)| . 2−|λ|( 1
2
+ t

n
+d̃+(k−2)( 1

2
+ t

n
))‖∂d̃+β1

1 ∂β2
2 · · ·∂

βk−1

k−1 g‖L∞(Rk−1),

by Proposition 4.6 for both wavelets and scaling functions (d̃ = 0), and, for the last
estimate, additionally a tensor product argument (cf. [LC85]), by again applying this
tensor product argument and the induction hypothesis we arrive at the statement of the
proposition. �

Recalling that Mλ,λ′ =
∑

|α|,|β|≤t

∫

Ω
aα,β∂

αψλ′∂
βψλ, and using that

min
|β|≤t

min
1≤`≤n

max(d− β`, p+ β` + 1 − d) = max(d− t, p+ 1 − d, d p+1
2
e),

we arrive at the conclusion that for the basically shift invariant tensor product setting
discussed in this section, the following estimate is valid.

Corollary 4.8. Let |λ| ≥ |λ′| with suppψλ ⊂ Ξλ′,i′ for some 1 ≤ i′ ≤ m, and such that ψλ
satisfies homogeneous Dirichlet boundary conditions of order d− 2. Then

|M
(r)
λ,λ′ − M

(r),∗
λ,λ′ | . N−p/n2−(|λ|−|λ′|)( n

2
+t+d̃+max(d−t,p+1−d,d p+1

2
e)).

To compare with the upper bound from Proposition 3.3, note that n
2

+ t+ d̃+ max(d−

t, p+ 1 − d, dp+1
2
e) − (n

2
+ p− d+ 1) = max(2d+ d̃− p− 1, t+ d, t+ d+ d̃− b (p+1)

2
c).

5. Numerical Tests

The numerical experiments in this section intend to confirm the sharpness of the different
estimates given in Lemma 2.3, Propositions 3.3, 3.7 and 3.10, and Corollary 4.8. On
domains Ω ⊂ R

2, we consider an operator L : H1
0(Ω) → H−1(Ω) of order 2t = 2 defined by

(5.1) (Lw)(v) :=
2

∑

k=1

∫

Ω

∂kw∂kv,

which results from the variational formulation of Poisson’s problem with homogeneous
Dirichlet boundary conditions. We are concerned with the size and the approximation of
the entries in the stiffness matrix representing L with respect to aggregated wavelet frames.

As reference systems Ψ�
i = {ψ�

i,µ : µ ∈ Λ�
i } ⊂ H1

0 (0, 1)2, we use biorthogonal spline

wavelet bases of order d = 2 or d = 3, having d̃ = 2 or d̃ = 3 vanishing moments,
respectively. The dual wavelets are chosen not to satisfy any boundary conditions, so that
indeed all primal wavelets have the aforementioned number of vanishing moments ([DS98]).
The wavelets are constructed as tensor products of univariate wavelets and scaling functions
with respect to uniform partitions of the unit interval as discussed in Sect. 4.
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Figure 5. Two simple domains made up of two overlapping patches with
non-matching dyadic grids.

The elements of the aggregated frame are obtained by lifting according to

(5.2) ψi,µ(x) =
ψ�
i,µ(κ

−1
i (x))

| detDκi(κ
−1
i (x))|1/2

, for x ∈ Imκi,

and zero elsewhere on Ω, where κi : (0, 1)2 → Ωi ⊂ Ω represents a smooth parametrization
of the i−th patch of the open, overlapping covering Ω =

⋃m
i=1 Ωi. Although not required

for the current application, in our software we included the additional scaling given by the
denominator in (5.2) in order that ‖ψi,µ‖L2(Ω) = ‖ψ�

i,µ‖L2(0,1)2 , and that the lifted primal
wavelets are biorthogonal to similarly lifted dual wavelets. Except for affine κi, effectively
it yields smooth, non-polynomial coefficients in the differential operator that we therefore
have omitted in (5.1). For d > 2, the reference system Ψ�

i depends (weakly) on i, in the
sense that on those edges that are mapped into the interior of Ω, homogeneous Dirichlet
boundary conditions of order d − 2 > t − 1 = 0 are prescribed, which guarantees that all
ψi,µ ∈ Cd−2(Ω). The aggregated wavelet frame on Ω is now defined as

(5.3) Ψ := {ψλ : λ = (i, µ) ∈
m
⋃

i=1

{i} × Λ�

i }.

We consider parametrizations of type

κi(r, s) = (1 − r)(1 − s)b(0,0) + (1 − r)sb(0,1) + r(1 − s)b(1,0) + rsb(1,1),

where b(k,`) ∈ R
2, (k, `) ∈ {0, 1}2. Thus, provided that the vertices b(k,`) are ordered

appropriately, κi maps the unit square to an arbitrary quadrangle in R
2. In case the

vertices describe a parallelogram, κi is affine and so the denominator in (5.2) is a constant.
We consider two different types of overlapping decompositions of Ω. The first type refers

to the situation of overlapping rectangular patches with non-matching dyadic grids both
being aligned with the Cartesian coordinates, as shown in Figure 5 (left).

First of all, we address the decay estimates in Lemma 2.3, which are the essential in-
gredients for the proof of Theorem 2.1, stating a sufficient compressibility of M. For the
grids in Figure 5 (left), we could compute the entries of M exactly, whereas for the grids
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Figure 6. Decay of the entries in a column of M(r) (upper part) and M(s)

(lower part) for d = d̃ = 2 and d = d̃ = 3.

in Figure 5 (right) we applied our composite quadrature scheme with, for this goal, N � 1
and a high order p such that the quadrature error is neglectable.

For fixed columns of M(r) and M(s), we have computed the largest entry in modulus
as function of level difference of row and column indices. The decay of the modulus of
this entry is illustrated by the results given in Figure 6. Lemma 2.3 predicts the exponen-
tional decay rate n/2 + d̃ + t or n/2 + d − 1 − t in base 2 for M(r) or M(s), respectively.

For M(r), we observed the rate 4 or 5 for d = d̃ = 2 or d = d̃ = 3, and for M(s), we ob-
served the rate 1 or 2 for d = d̃ = 2 or d = d̃ = 3, all in accordance with the predicted rates.

For investigating the quadrature errors of our composite schemes we used product Gauss-
ian quadrature formulas of fixed order p as building block. Figure 7 addresses the rate of
convergence of the composite quadrature scheme for a fixed entry from M(r) as function
of the granularity or rank N . We have used a quadrature rule of order p = 4 for the case
d = d̃ = 2 and p = 2 for d = d̃ = 3. We observe the polynomial rates 2 = 4/2 = p/n and
1 = 2/2, respectively, as predicted by both Proposition 3.3 and Corollary 4.8.

For fixed N and p = d = d̃ = 2, the decay of the quadrature error in a fixed column of
M(r) as function of the level difference ||λ| − |λ′|| of the involved wavelets is examined in

Figure 8. We observe the exponential rate n/2+t+d̃+max(d−t, p+1−d, d(p+1)/2e) = 6 in
base 2 as predicted by Corollary 4.8, which is much better than the rate n/2+p−d+1 = 2
predicted by Proposition 3.3.
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Figure 7. Quadrature errors for single entries of M(r) for different granu-
larities N and p = 4 (and d = d̃ = 2) and p = 2 (d = d̃ = 3), respectively.
The right pictures show the the singular supports of the wavelets involved.
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Figure 8. Decay of the quadrature error in a column of M(r) as function
of ||λ| − |λ′|| for fixed N , and p = d = d̃ = 2.

Unlike that from Corollary 4.8, as stated in Remark 3.6 the bound from Proposition 3.3
also applies to entries from M(s) when the singular supports of the corresponding wavelets
are nested as function of the level, cf. Figure 3. The results given in Figure 9 for p = d =
d̃ = 2 indicate that for those entries the bound from this proposition as function of the
level difference is sharp.
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Figure 9. Decay of the quadrature error for entries M
(s)
λ,λ′ as function of

||λ| − |λ′|| for fixed λ′ and N , p = d = d̃ = 2, where the singular supports
of ψλ and ψλ′ are nested like in Figure 3, because λ = (i, µ) and λ′ = (i, µ′),
i.e., they are lifted by the same κi.

Figure 10 addresses the rate of convergence of the composite quadrature scheme for
entries in M(s) as function of the rank N . We have used a quadrature rule of order p = 2
for the case d = d̃ = 2 and p = 4 for d = d̃ = 3. We observe the polynomial rates
(d − t)/n = 1/2 and 1, respectively, in accordance with the second term from the bound
of Proposition 3.7. Since in these cases p ≥ max{d− t, 2d− 2 − t}, as stated in the proof
of Corollary 3.9, the second term in this bound is always dominating.

For fixed N , the decay of the quadrature error in a fixed column of M(s) as function
of the level difference ||λ| − |λ′|| of the involved wavelets is examined in Figure 11. The
results confirm the exponential rate n/2 + d − 1 − t in base 2 given by the second term
from the bound of Proposition 3.7.

Since for d = 3, d − 1 > t = 1, for this case alternatively we can apply the composite
quadrature to the right hand side in (3.8), i.e., after integration by parts. The results
shown in the lower error diagram of Figure 10, obtained with p = 4, confirm the improved
polynomial rate 3/2 = (d − t + min{t, d − 1 − t)})/n predicted by Proposition 3.10, and
illustrate an improved quantitative performance. Indeed, in the lower error diagram of
Figure 10 the initial error for N = 1 is more than ten times smaller than without the
integration by parts trick.

To conclude we can say that in our tests all estimates have shown to be sharp. Moreover,
also the quantitative performances of our quadrature scheme for the approximation of the
matrices M(r) have turned out to be quite promising, cf. Figure 7 and 8. Naturally,
the computation of entries in M(s) is much harder. Nevertheless, applying an additional
integration by parts as suggested in (3.8), both higher convergence rates as function of the
rank N and an improvement of constants can be achieved. Therefore, it can be expected
that the application of this trick, possibly in combination with an adaptive quadrature
scheme as mentioned at the end of Section 5, will allow for an efficient computation of
stiffness matrices also for domains with more complex geometries.
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Figure 10. Quadrature errors for single entries of M(s) for different granu-
larities N with p = d = d̃ = 2(top left) and p = 4, d = d̃ = 3 (bottom left),
respectively. The right pictures show the singular supports of the wavelets
involved. The dotted line in the lower left picture refers to the case where
the composite rule was applied to the right hand side of (3.8).
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Figure 11. Decay of the quadrature error in a column of M(s) as function
of ||λ| − |λ′|| for fixed N and p = 2, d = d̃ = 2, and p = 4, d = d̃ = 3.
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